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Abstract

Quality Assurance improves health care through
detection of quality problems and feedback to the care
giver. Current review procedures employed by the Peer
Review Organizations (PROs), however, appear to under-
detect quality problems, particularly those arising from
diagnostic errors. We studied the use of an expert
diagnostic system, Iliad, to detect quality problems arising
from diagnostic errors. 100 cases were selected from
among those Medicare cases reviewed by the Utah PRO
(UPRO) and which contained diagnoses recognized by
Iliad. Iliadflagged 28 cases out of the 100 as containing
diagnostic errors, and a gold standard physician review
confirmed quality problems in 17 cases (60.7%). The
UPRO review found 28 cases with quality problems,
mostly treatment and documentation errors. The quality
problems detected by Iliad appeared to be more serious
than those detected by the UPRO review. Among the six
cases with quality problems detected by both the UPRO
and Iliad review, there was none for which the same
quality problem was detected by the two procedures. The
two review procedures were therefore comnplementary.

Introduction

The goal of quality assurance is to improve health
care delivery through the monitoring and analysis of
patient management strategies [1, 2, 3, 4]. The detection
of a quality problem leads to feedback to the care giver and
thus improvement in future patient care. Ideally, the
monitoring and analysis for quality problems is performed
by expert physicians through peer review. However, the
high cost of physician review combined with the great
volume of patient cases screened by the PROs prohibits a
physician review of all cases. Therefore, the PROs
sample a subset of cases to go through a preliminary
nurse screening. The nurse reviewers apply generic
quality screening rules and flag cases containing potential
quality problems, which are then referred for an expert
physician review [5, 6]. The UPRO reviews about 10,000
Medicare cases a year (approximately a quarter of all Utah
Medicare claims) [7]. From April 1989 to March 1990,
18% of the Medicare cases reviewed were flagged by the
nurse reviewers as containing potential quality problems
and referred to physician reviewers. The physician review
confirmed quality problems in only 5.5% of these 18%, or
1% of the original 10,000 cases. This is a surprisingly
low figure, compared to the much higher base rate of
quality problems indicated by a substantial body of
medical literature, which ranges from 3% to 42% [8, 9,

10, 11, 12, 13, 15, 16, 17]. Other PROs have reported
quality problem rates of between 0.3 to 4.6% [18], and the
national PRO average was reported to be 1.57% [19].

The UPRO's lower problem detection rate, compared
to those found by other researchers, may be due to the
under-detection of quality problems arising from
diagnostic errors by current PRO review procedures. The
present PRO review begins with the identification of
probable quality problems by the nurses. Only then will
these quality problems be referred to physician reviewers,
with specific questions from the nurses, requiring answers
from the physicians. Nurses do not receive specific
training in diagnosis, and the generic quality screens used
in the nurse review focus almost entirely on therapeutic
and documentation errors. Because physicians key their
treatment strategies to diagnosis, diagnostic errors can
result in management and therapeutic errors, which may
not be apparent unless the nurse realizes that the diagnosis
is incorrect. In practice, the nurses usually assume that
the diagnosis is correct. On average, UPRO nurses
question the diagnosis on only about a dozen charts each
year, out of the 10,000 charts reviewed [8]. Previous
research indicates that diagnostic errors are much more
widespread than this low UPRO rate suggests [9, 10, 11,
12]. For instance, one study reported a missed or delayed
diagnosis in 10% of a series of inpatient cases covering
five DRGs in internal medicine [11].

Research has found that diagnostic errors, through
their influence on subsequent patient management,
adversely affect patient health outcome. Diagnostic errors
may lead to delayed or inappropriate investigations or
treatnents [13, 14, 15, 16, 17, 20]. For example, a study
of 64 cases of acute myocardial infarction in which the
diagnosis was initially missed showed that the patients
experienced an 83% mortality rate [14], compared to an
expected mortality rate of25% [15].

A review of the literature thus suggests that current
PRO review procedures may be under-detecting important
quality problems arising from diagnostic errors. The
detection of quality problems is the pre-requisite to
feedback and improvement in health care delivery.
Increasing the problem detection rate by solely using
physician peer review is unlikely to be practical, given the
large number of cases to be reviewed. Expert systems
(computerized diagnostic systems) may provide an
effective alternative means to detect quality problems [21].

Currently, the UPRO is one of seven PROs preparing
to test and implement a Uniform Clinical Data Set
(UCDS). The UCDS is a rule-based expert system that
contains the present generic quality screens from the
Health Care Financing Administration (HCFA). The
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PRO nurse reviewers enter the clinical data as requested by
the UCDS, which includes such items as vital signs,
laboratory results and procedures, but not many history or
physical findings. The UCDS system will analyze the
data and apply multiple HCFA quality screens. However,
these screens are not specifically designed to detect
diagnostic errors that may lead to quality problems [8].
Stewart et al. described a computerized quality assurance
system to assist a full-time quality assurance officer. The
system contained quality screening criteria for emergency
room case review. The number of patient cases referred
for investigation of questionable care rose from a pre-
implementation rate of five patient care errors per month
to 35 per month [21].

We studied the potential use of a medical expert
system, called Iliad, to detect diagnostic errors that lead to
important quality problems in patient care. Iliad is
designed to act as a diagnostic consultant in internal
medicine [22]. Given the same set of patient data, a
difference in opinion between Iliad and the case physician
regarding the diagnosis may indicate the presence of a
diagnostic error, which may give rise to a quality problem
in subsequent patient management. This paper describes
Iliad's performance in flagging potential problem cases, to
determine whether Iliad may be used as a supplementary
screening tool for the current PRO review.

Methods and Procedures

Iliad is an expert system designed for diagnosis in
internal medicine [22]. Currently, Iliad recognizes over
5,000 medical findings and 1,100 diagnostic conditions in
nine subspecialties of internal medicine. Iliad's knowledge
base is organized into frames, which employ probabilistic
as well as rule-based logic. The knowledge base is
continually being expanded and evaluated in an ongoing
knowledge engineering effort.

The UPRO reviewed approximately 10,000 Medicare
inpatient cases during 1989 and a paper copy of those
charts flagged by the nurses as containing a potential
quality problem was kept in the UPRO. A list of the
1,100 diagnoses contained in Iliad was given to the
UPRO, who retrieved 242 inpatient charts containing one
of these diagnoses from among its in-house paper charts.
Each of these charts had been reviewed by a nurse, found
to have contained at least one potential quality problem,
and referred to a physician. These cases were selected
because we hypothesized that Iliad would detect a different
type of error from that focused on by the nurse review.
100 charts were randomly selected from among these 242
charts for use in our experiment.

Iliad's "consultation" mode was used in this
experiment. In this mode, the case findings were entered
into Iliad by either typing a keyword to bring up the
corresponding data item for confirmation (for example,
typing "fever" to bring up "present history of fever"), or
selecting from a list of data items contained in Iliad. Iliad
would then provide a list of differential diagnoses which

explained the findings. For the experiment, a general
practitioner reviewed the patient record and entered the case
findings obtained from history, physical examination and
investigative laboratory tests prior to treatment into Iliad.
Iliad then generated a list of the top 20 differential
diagnoses, ranked according to the diagnostic certainty
(probability) Iliad assigned to each diagnosis.

The attending physician's discharge diagnoses from
the discharge summary were compared to Iliad's diagnoses
for the case. Post operative complications as well as
chronic conditions which were not the cause for admission
and did not manifest during the hospitalization were not
included. This was because Iliad would not diagnose post
operative complications and chronic conditions with no
acute manifestation, since Iliad only used the data obtained
during the admission diagnostic workup. An example of a
chronic condition would be hypertension . Iliad would not
diagnose hypertension if the condition was known and
treated before admission, and the patient remained
normotensive during the course of the present illness.

A potential diagnostic error was identified when there
was a discrepancy between the attending physician's list of
discharge diagnoses and the corresponding list provided by
Iliad for the case. A discrepancy was defmed as one of the
following conditions:
* A diagnosis on the physician's list did not reach above
20% probability on Iliad's list ("unlikely diagnosis").

* A diagnosis exceeding 80% probability on Iliad's list did
not appear on the physician's list ("missed diagnosis").
An identified discrepancy between the physician's

diagnostic list and Iliad's would flag the case as requinng
physician review. The data entry for all 100 cases were
completed before the diagnostic lists were tabulated and
compared for discrepancies.

Each of the charts flagged by a discrepancy between
the physician's and Iliad's diagnostic list was submitted to
an expert from the appropriate subspecialty of internal
medicine for a "gold standard" review. Iliad's diagnoses
were not revealed to the expert. Instead, specific questions
arising from the discrepancy were asked. For instance, if
the physician diagnosed unstable angina but not acute
myocardial infarction, and Iliad diagnosed acute myocardial
infarction with a probability of 87%, the expert reviewer
would be asked if the patient could have suffered from an
acute myocardial infarction. After the expert has reviewed
the case, if he replied in the affinnative, he would be asked
if there was then a quality problem in the management of
the case, and if so, to rate the severity of the quality
problem by the following nationwide standard PRO
quality classification. Using the standard PRO weighting
criteria, a severity score was also assigned to each case
according to the level of the quality problem [7]:
* Care appropriate - without quality problems.
* Level I quality problem (severity score 1) - without

potential for significant adverse effects on the patient.
* Level II quality problem (severity score 5) - with

potential for significant adverse effects on the patient.
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* Level III quality problem (severity score 25) - with
significant adverse effects on the patient.

Results

The ages of the 100 patients ranged from 31 to 102
years. The average age was 76, with a standard deviation
of 11 years. 41 of the 100 patients were female. The
earliest admission date was March 30th, 1989, and the
latest discharge date was May 28th, 1990. The length of
stay ranged from two to 27 days, with an average of eight
days, and a standard deviation of five days. There were
five deaths among the 100 cases. The admissions were to
22 hospitals in Utah, and there were 31 different principal
discharge diagnoses among the 100 cases. The most
common principal diagnosis appeared to be unstable
angina (28 cases), followed by pneumonia (18 cases) and
benign prostatic hypertrophy (6 cases).

UPRO review

The investigators were blinded to the results of the
UPRO review until the completion of the gold standard
review for the cases flagged by Iliad. All 100 cases were
flagged by the UPRO nurse review as containing quality
problems and referred for physician review. The results of
the URPO physician review were:

Appropriate care 72
Quality problems 2 8
Level I (score 1) 21
Level II (score 5) 7
Level III (score 25) 0

Average severity score of 2.0
confirmed problems

Cases flagged by nurses 100
% of flagged cases 28.0
confirmed to have problems

Table 1

The 28 confirmed quality problems were:
Level I problem: 21 cases.

Inadequate discharge planning: 3.
Medical stability not assured at discharge: 9.
Medication error: 1.
Failure to perform a test: 1.
Inadequate documentation: 5.
Failure to perform a physical examination: 1.
Nosocomial infection: 1.

Level II problem: 7 cases.
Medical stability not assured at discharge: 4.
Failure to perform a test: 2.
Medication error: 1.
The nurses required 5 to 40 minutes per review, with

an average of 20 minutes. The physician review averaged
36.7 minutes, ranging from 15 to 153 minutes.

Iliad review

28 out of the 100 cases were flagged by Iliad for the
"gold standard" review, using the previously described
criteria for discrepancy. Each case was reviewed by an
expert physician in the appropriate subspecialty of internal
medicine. The results of the physician review were:

Appropriate care
Quality problems
Level I (score 1)
Level II (score 5)
Level III (score 25)

Average severity score of
confirmed problems

Cases flagged by Iliad
% of flagged cases
confirmed to have problems

11
17
10
5
2

5.3

28
60.7

Table 2

The 17 confirmed quality problems were:
Level I problem: 10 cases.
Missed acute myocardial infarction (AMI): 1.
Missed osteoarthritis: 1.
Missed severe secondary hyperparathyroidism: 1.
Unlikely diagnosis of chronic lymphocytic leukemia: 1.
Unlikely diagnosis of acute gastritis: 1.
Unlikely diagnosis of peritonitis: 1.
Unlikely diagnosis of AMI: 2 cases.
Unlikely diagnosis of diverticulitis: 2.

Level II problem: 5 cases.
Missed AMI: 1.
Missed diabetes mellitus: 2.
Missed diabetic nephropathy: 1.
Missed severe secondary hyperparathyroidism: 1.

Level III problem: 2 cases.
Missed pulmonary embolus: 1.
Missed lung cancer: 1.

Interestingly, a missed diagnosis by the attending
physician appeared to result in more serious quality
problems than if an unlikely diagnosis was made:

Quality Level I Level II Level ll Total
problem (score 1) (score 5) (score 25)

Missed 3 5 2 10
diagnosis (30%) (50%) (20%) (100%)

Unlikely 7 0 0 7
diagnosis (100%) (0%) (°Y0%) (100%)

Table 3

15 to 40 minutes were needed to enter the data from
one patient record into Iliad, with an average of 29.2
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minutes. The "gold standard" physician review required 2
to 20 minutes per case, averaging 8.8 minutes.

Comparing UPRO and Iliad review

The results of the UPRO (nurse - physician) review
and the Iliad (Iliad - "gold standard" physician) review were
compared to see if the same quality problems were detected
by the two independent processes:

Iliad review

Quality Quality Total
problem problem
deced not detected

UPRO review

Quality problem 6
deted

Quality problem
not detected

Total

22 28

11 61 72

17 83 100

Table 4

Among the six cases with quality problems detected
by both the UPRO and Iliad review, there was none for
which the same quality problem was detected by the two
procedures. That is, the URPO review and Iliad detected
quality problems of different nature. For instance, in one
of these six cases, UPRO review found that the consent
for a procedure was not in the case record. Iliad review,
however, found that a diagnosis of AMI was missed.

Discussions and Conclusions

The UPRO review of the 100 inpatient Medicare
cases found 28 cases (28.0%) to have contained quality
problems. This is much higher than the 1% problem rate
reported in the 1990 UPRO annual report [7], which was,
however, derived from all the cases reviewed by UPRO
across the specialties of medicine, including surgical and
psychiatric disciplines. Our sample of 100 cases was
restricted to those with a principle diagnosis Iliad was able
to recognize, mainly problems in the field of internal
medicine. We therefore only evaluated Iliad's performance
on cases that fell within its domain of expertise.

28 out of the 100 cases were flagged by Iliad as
requiring physician review. The "nurse review time" in
the following table, when applied to the Iliad review,
refers to the time required to enter data from a case record
into Iliad. In our experiment, the data entry was
performed by a general practitioner, but the procedure
could be performed by a nurse. 17 out of the 28 flagged
cases were confirmed by the "gold standard" physician
review to have contained quality problems (60.7%). As
expected, the quality problems detected by the physician

reviewers in the cases flagged by Iliad were different in
nature from those detected by the UPRO review. Since
there was no overlap between the types of quality
problems detected by the UPRO and the Iliad reviews (see
table 4), the total number of quality problems detected by
using both procedures would be (6 + 11 + 22) or 39, out
of the 100 cases reviewed. In addition to increasing the
number of quality problems found, using Iliad in addition
to the PRO review would result in more serious quality
errors being found. The average score of the confirmed
quality problems detected by Iliad review was 5.3, higher
than the average score of the quality problems detected by
the UPRO review, which was 2.0 (see tables 1 and 2).
More importantly, Iliad review resulted in the detection of
two level III problems not detected by the PRO review
(see tables 1 and 2). These level III quality problems
resulted in significant adverse effect on the patient.

Review process UPRO Iliad Combined

%of flagged cases 28.0
confirmed to have
quality problems
Average severity 2.0
score of confirmed
quality problems
Nurse review time 20.0
(min.)
Physician review 36.7
time (min.)

60.7 39.0

5.3 3.4

29.2 49.2

8.8 45.5

Table 5

Assuming that the cost of nurse review is $15.00 an
hour, and that of physician review $60.00 an hour, the
cost per quality problem confirmed can be calculated for
the UPRO and Iliad reviews:

Review process

Cost of nurse
review

Cost of physician
review

Total cost

Number of problem
cases confirned
Cost per confirmed
problem case

UPRO Iliad Combined

$500.00 $730.00 $1230.00
(100 cases) (100 cases) (100 cases)
$3670.00 $246.00 $3916.00
(100 cases) (28 cases) (100 cases)
$4170.00 $976.00 $5146.00
28 17 39

$148.93 $57.41 $131.95

Table 6

Although using Iliad in addition to standard PRO
review resulted in an increase in net cost, the cost per
quality problem confimed actually decreased.
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Among the 11 cases found to have received
appropriate care by the Iliad physician review, Iliad's
diagnoses were judged to be incorrect in nine cases. The
nine false positives flagged by Iliad were analyzed in our
knowledge engineering sessions after the experiment. In
two of the cases, there was a mistake in the data entry
which resulted in Iliad's generation of a different diagnostic
list from that of the attending physician. For the
remaining seven cases, Iliad was at fault, and the relevant
disease frames in Iliad were corrected. Therefore our
experiment also provided a useful way of evaluating and
improving Iliad's diagnostic accuracy. In our experiment,
the version of Iliad used for the first case was used for all
100 cases. However, the improved version of Iliad could
be used for future review.
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