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#### Abstract

This paper presents an almost sure mean-square performance analysis of an adaptive Hammerstein filter for the case when the measurement noise in the desired response signal is a martingale difference sequence. The system model consists of a series connection of a memoryless nonlinearity followed by a recursive linear filter. A bound for the long-term time average of the squared a posteriori estimation error of the adaptive filter is derived using a basic set of assumptions on the operating environment. This bound consists of two terms, one of which is proportional to a parameter that depends on the step size sequences of the algorithm and the other that is inversely proportional to the maximum value of the increment process associated with the coefficients of the underlying system. One consequence of this result is that the long-term time average of the squared a posteriori estimation error can be made arbitrarily close to its minimum possible value when the underlying system is time-invariant.


Index Terms-Adaptive filters, convergence analysis, Hammerstein filter, nonlinear systems.

## I. Introduction

THIS paper describes a theoretical performance evaluation of an adaptive algorithm employing a Hammerstein system model. The system model consists of a series connection of a memoryless polynomial system followed by a recursive linear system as shown in Fig. 1. Several researchers have described algorithms for identifying cascade nonlinear models and/or analyzed their properties. Hunter and Korenberg [1] described the use of such algorithms in analysis of biological systems. The behavior of the adaptive gradient search algorithms for an LNL nonlinear system (a cascade of a linear system, a memoryless nonlinearity and another linear system) was investigated in [2] and [3]. The work was an extension of the work in [4] that considered Wiener systems (a linear system followed by a nonlinear system). Wiener systems were also considered in [5], whereas [6] and [7] considered both Wiener and Hammerstein systems. These works utilized system models with finite memory. A nonparametric algorithm to identify Hammerstein systems with a finite memory linear component was analyzed in [8]. A similar model was also used in [9] with a different recursive algorithm and a different analysis method. In spite of the existence of these and related works, there are

[^0]limited or no convergence and stability analyses for adaptive algorithms employing recursive nonlinear system models. In particular, the authors are aware of no algorithm that is known to converge to the global minimum of the error surface. However, there are a number of algorithms in linear adaptive IIR filtering theory for which appropriate convergence and stability algorithms are available [10]-[17], and it may be possible to extend such results to Hammerstein models. The work in this paper is based on the analysis in [13], [14].

The input-output relationship of the adaptive filter is given by

$$
\begin{equation*}
\hat{d}(n)=-\sum_{i=1}^{N} \hat{a}_{i}(n) \cdot \hat{d}(n-i)+\sum_{j=0}^{M} \hat{b}_{j}(n) \cdot \hat{z}(n-j) \tag{1}
\end{equation*}
$$

where $\hat{b}_{0}(n)=1, \quad \forall n$, and $\hat{z}(n)$ is the output of the memoryless polynomial nonlinear system and is given by

$$
\begin{equation*}
\hat{z}(n)=\sum_{l=1}^{L} \hat{w}_{l}(n) x^{l}(n) . \tag{2}
\end{equation*}
$$

In the above equations, $\hat{w}_{l}(n), \hat{a}_{i}(n)$ and $\hat{b}_{j}(n)$ represent the coefficients of the adaptive filter.

A detailed derivation of the algorithm as well as experimental performance evaluation can be found in [18]. The work in [18] used Lyapunov stability criterion to control the step sizes of the adaptive filter and to guarantee that the system operated in a stable manner. Experimental results presented in the paper also indicated that the system may converge to the global minimum of the error surface. The analysis of this paper shows under appropriate assumptions that for sufficiently small step sizes and stationary operating environments, the long-term time average of the excess squared estimation error can be arbitrarily close to its minimum possible value.

The rest of this paper is organized as follows. Section II provides a summary of the adaptive filter, and presents some auxiliary lemmas and assumptions. This section also contains discussion of a transformation of the adaptive filter to a functionally equivalent, but structurally different system. The main result of the paper is developed in Section III by analyzing the transformed system. Simulation results demonstrating the validity of the analysis in the paper are provided in Section IV. Finally, Section V contains the concluding remarks.

## II. Overyiew of the Adaptive Filter and the Analysis Model

## A. Adaptive Filter Structure

Given the input signal $x(n)$ and the desired response signal $d(n)$, the adaptive filter updates its coefficients using


Fig. 1. Block diagram of the adaptive Hammerstein system.

TABLE I
The Adaptive Hammerstein Filter

## Definitions

$$
\begin{aligned}
& \delta \quad \text {... small positive constant } \\
& \beta \quad \text {... small positive constant such that } 0<\beta<1 \\
& \widehat{\theta}(n)=\left[\widehat{a}_{1}(n) \cdots \widehat{a}_{N}(n) \quad \widehat{b}_{1}(n) \cdots \widehat{b}_{M}(n) \quad \widehat{w}_{1}(n) \cdots \widehat{w}_{L}(n)\right]^{T} \quad, \quad \widehat{b}_{0}(n)=1 \\
& \widehat{\mathbf{H}}(n)=\left[-\widehat{d}(n-1) \cdots-\widehat{d}(n-N) \quad \widehat{z}(n-1) \cdots \widehat{z}(n-M) \quad x(n) \cdots x^{L}(n)\right]^{T} \\
& \widehat{\mathbf{p}}(n) \quad=\left[\begin{array}{llll}
\widehat{w}_{1}(n) & \widehat{w}_{2}(n) & \ldots & \widehat{w}_{L}(n)
\end{array}\right]^{T} \\
& \mathbf{x}(n)=\left[\begin{array}{llll}
x(n) & x^{2}(n) & \ldots & x^{L}(n)
\end{array}\right]^{T} \\
& \otimes \quad \ldots \quad \text { Kronecker product }
\end{aligned}
$$

## Main Loop

$$
\begin{aligned}
e(n) & =d(n)-\widehat{\mathbf{H}}^{T}(n) \cdot \widehat{\theta}(n-1) \\
\psi(n) & =\left[-\widehat{d}(n-1) \cdots-\widehat{d}(n-N) \quad \widehat{z}(n-1) \cdots \widehat{z}(n-M) \quad \sum_{j=0}^{M} \widehat{b}_{j}(n) x(n-j) \cdots \sum_{j=0}^{M} \widehat{b}_{j}(n) x^{L}(n-j)\right]^{T} \\
\phi(n) & =\psi(n)-\sum_{s=1}^{N} \widehat{a}_{s}(n-1) \cdot \phi(n-s)
\end{aligned}
$$

Verify that $\left\{\mu_{i}(n)\right\}$ are such that $\|\operatorname{vec}[\mathbf{Q}(n+1)]-v e c[\mathbf{Q}(n)]\|<1$, where
$\operatorname{vec}[\mathbf{Q}(n+1)]=-\left[\mathbf{A}^{T}(n) \otimes \mathbf{A}^{T}(n)-\mathbf{I}_{k^{2}}\right]^{-1} \operatorname{vec}\left[\mathbf{I}_{k}\right]$, and $\widehat{\mathbf{H}}^{T}(n) \Lambda(n) \phi(n)>-\delta \beta$. If the conditions are not satisfied, reduce elements of $\Lambda(n)$ so that they are fulfilled.

$$
\begin{array}{ll}
\widehat{\theta}(n) & =\widehat{\theta}(n-1)+\frac{\Lambda(n) \phi(n)}{\delta+\widehat{\mathbf{H}}^{T}(n) \Lambda(n) \phi(n)} \cdot e(n) \\
\widehat{z}(n) & =\widehat{\mathbf{p}}^{T}(n) \cdot \mathbf{x}(n) \\
\widehat{d}(n) & =\widehat{\mathbf{H}}^{T}(n) \cdot \widehat{\theta}(n)
\end{array}
$$

a stochastic gradient algorithm in an attempt to reduce $E\left[(d(n)-\hat{d}(n))^{2}\right]$ after each iteration. The algorithm for adapting these coefficients is given in Table I.

We can rewrite (1) in operator notation as

$$
\begin{equation*}
\hat{d}(n)=\frac{\hat{B}\left(n, q^{-1}\right)}{\hat{A}\left(n, q^{-1}\right)} \hat{z}(n) \tag{3}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
\hat{A}\left(n, q^{-1}\right)=1+\hat{a}_{1}(n) q^{-1}+\cdots+\hat{a}_{N}(n) q^{-N} \\
\hat{B}\left(n, q^{-1}\right)=1+\hat{b}_{1}(n) q^{-1}+\cdots+\hat{b}_{M}(n) q^{-M} \\
\text { and } q^{-1} \text { represents the unit delay operator. Let } \\
\hat{\boldsymbol{\theta}}(n)=\left[\hat{a}_{1}(n) \cdots \hat{a}_{N}(n) \quad \hat{b}_{1}(n) \cdots \hat{b}_{M}(n)\right. \\
\qquad \hat{w}_{1}(n) \cdots \hat{w}_{L}(n) \tag{6}
\end{array}\right]^{T} ? ~ l
$$

with $\hat{b}_{0}(n)=1$ and let

Then, (1) can be rewritten using vector notation as

$$
\begin{equation*}
\hat{d}(n)=\hat{\boldsymbol{\theta}}^{T}(n) \cdot \hat{\mathbf{H}}(n) \tag{8}
\end{equation*}
$$

The following reformulation of the output equation will find use later in the analysis. Let us define the vectors $\hat{\boldsymbol{\theta}}_{c}(n), \hat{\mathbf{H}}_{c}(n)$, $\hat{\mathbf{p}}(n)$ and $\mathbf{x}(n)$ as
and

$$
\mathbf{x}(n)=\left[\begin{array}{llll}
x(n) & x^{2}(n) & \ldots & x^{L}(n) \tag{12}
\end{array}\right]^{T}
$$

respectively. It is straightforward to show that $\hat{d}(n)$ can be equivalently written as

$$
\begin{equation*}
\hat{d}(n)=\hat{\boldsymbol{\theta}}_{c}^{T}(n) \cdot \hat{\mathbf{H}}_{c}(n) \tag{13}
\end{equation*}
$$

The need for additional zeros in the definitions of $\hat{\boldsymbol{\theta}}_{c}(n)$ and $\hat{\mathbf{H}}_{c}(n)$ will become clear later in the analysis.

The algorithm updates the parameters of the adaptive filter as

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}(n)=\hat{\boldsymbol{\theta}}(n-1)+\frac{\boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} e(n) \tag{14}
\end{equation*}
$$

where $e(n)=d(n)-\hat{\boldsymbol{\theta}}^{T}(n-1) \hat{\mathbf{H}}(n)$ denotes the $a$ priori estimation error of the system and $\boldsymbol{\Lambda}(n)$ is a diagonal matrix with positive step sizes on the diagonal $\mathbf{\Lambda}(n)=\operatorname{diag}\left[\mu_{1}(n), \mu_{2}(n), \ldots \mu_{N+M+L}(n)\right]$. The a posteriori estimation error $\epsilon(n)$ can be manipulated as

$$
\begin{aligned}
\epsilon(n) & =d(n)-\hat{\mathbf{H}}^{T}(n) \hat{\boldsymbol{\theta}}(n) \\
& =d(n)-\hat{\mathbf{H}}^{T}(n)\left\{\hat{\boldsymbol{\theta}}(n-1)+\frac{\boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n) e(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}\right\}
\end{aligned}
$$

$$
\begin{equation*}
=e(n) \frac{\delta}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} \tag{16}
\end{equation*}
$$

Using (17) in (14) gives us

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}(n)=\hat{\boldsymbol{\theta}}(n-1)+\frac{1}{\delta} \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n) \epsilon(n) \tag{18}
\end{equation*}
$$

$$
\begin{align*}
& \hat{\boldsymbol{\theta}}_{c}(n)=\left[\begin{array}{llll}
\hat{a}_{1}(n) & \cdots & \hat{a}_{N}(n) \hat{b}_{1}(n) \hat{\mathbf{p}}^{T}(n-1) & \cdots
\end{array}\right. \\
& \hat{b}_{M}(n) \hat{\mathbf{p}}^{T}(n-M) \quad \hat{\mathbf{p}}^{T}(n) \quad \overbrace{0 \cdots 0}^{2 L}]^{T}  \tag{9}\\
& \hat{\mathbf{H}}_{c}(n)=\left[-\hat{d}(n-1) \cdots-\hat{d}(n-N) \quad \mathbf{x}^{T}(n-1) \quad \cdots\right. \\
& \mathbf{x}^{T}(n-M) \quad \mathbf{x}^{T}(n) \overbrace{0 \cdots 0}^{2 L}]^{T} \\
& \hat{\mathbf{p}}(n)=\left[\begin{array}{llll}
\hat{w}_{1}(n) & \hat{w}_{2}(n) & \ldots & \hat{w}_{L}(n)
\end{array}\right]^{T}
\end{align*}
$$

$$
\begin{align*}
& \hat{\mathbf{H}}(n)=[-\hat{d}(n-1) \cdots-\hat{d}(n-N) \\
& \left.\hat{z}(n-1) \cdots \hat{z}(n-M) \quad x(n) \cdots x^{L}(n)\right]^{T} . \tag{7}
\end{align*}
$$

## B. Analysis Model

We assume that the adaptive filter is operating in the system identification mode and that the system model matches the unknown system exactly or overmodels it. The input-output relationship of the plant is given by

$$
\begin{equation*}
\widetilde{d}(n)=-\sum_{i=1}^{N} a_{i}(n) \cdot \widetilde{d}(n-i)+\sum_{j=0}^{M} b_{j}(n) \cdot z(n-j) \tag{19}
\end{equation*}
$$

where $z(n)$ is the output of a memoryless polynomial nonlinear system

$$
\begin{equation*}
z(n)=\mathbf{p}^{T}(n) \mathbf{x}(n) \tag{20}
\end{equation*}
$$

with

$$
\mathbf{p}(n)=\left[\begin{array}{llll}
w_{1}(n) & w_{2}(n) & \ldots & w_{L}(n) \tag{21}
\end{array}\right]^{T}
$$

and $b_{0}(n)=1$. The desired response signal is a noisy version of the output of the unknown system, and is given by

$$
\begin{equation*}
d(n)=\widetilde{d}(n)+\nu(n) \tag{22}
\end{equation*}
$$

as shown in the Fig. 1. In the above equation, $\nu(n)$ is an additive noise sequence that is uncorrelated with the input signal. We, thus, assume the following model for the unknown system:

$$
\begin{equation*}
\widetilde{d}(n)=\frac{B\left(n, q^{-1}\right)}{A\left(n, q^{-1}\right)} z(n) \tag{23}
\end{equation*}
$$

where

$$
\begin{align*}
& A\left(n, q^{-1}\right)=1+a_{1}(n) q^{-1}+\cdots+a_{N}(n) q^{-N}  \tag{24}\\
& B\left(n, q^{-1}\right)=1+b_{1}(n) q^{-1}+\cdots+b_{M}(n) q^{-M} \tag{25}
\end{align*}
$$

which gives us

$$
\begin{equation*}
\tilde{d}(n)=\boldsymbol{\theta}_{c}^{T}(n) \cdot \mathbf{H}_{c}(n) \tag{26}
\end{equation*}
$$

where

$$
\begin{array}{rl}
\boldsymbol{\theta}_{c}(n)= & {\left[\begin{array}{lll}
a_{1}(n) \cdots a_{N}(n) & b_{1}(n) \mathbf{p}^{T}(n-1) & \cdots
\end{array}\right.} \\
b_{M}(n) \mathbf{p}^{T}(n-M) & \mathbf{p}^{T}(n) \tag{27}
\end{array} \overbrace{0 \cdots 0}^{2 L}]^{T} .
$$

and

$$
\begin{align*}
\mathbf{H}_{c}(n)= & {\left[-d(n-1) \cdots-d(n-N) \quad \mathbf{x}^{T}(n-1) \quad \cdots\right.} \\
& \mathbf{x}^{T}(n-M) \quad \mathbf{x}^{T}(n) \overbrace{0 \cdots 0}^{2 L}]^{T} . \tag{28}
\end{align*}
$$

## C. A Transformation of the Adaptive Filter

In order to analyze the algorithm, we transform the equations into an equivalent, but different structural form. For this, we first add $2 L$ zeros to the vectors $\hat{\boldsymbol{\theta}}(n), \hat{\boldsymbol{\theta}}(n-1)$ and $\boldsymbol{\phi}(n)$ in (18) to get

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{e}(n)=\hat{\boldsymbol{\theta}}_{e}(n-1)+\boldsymbol{\Lambda}_{e}(n) \boldsymbol{\phi}_{e}(n) \epsilon(n) \tag{29}
\end{equation*}
$$

where $\hat{\boldsymbol{\theta}}_{e}^{T}(n)=\left[\begin{array}{ll}\hat{\boldsymbol{\theta}}^{T}(n) & \overbrace{0 \cdots 0}^{2 L}\end{array}\right], \boldsymbol{\phi}_{c}^{T}(n)=\left[\begin{array}{ll}\boldsymbol{\phi}^{T}(n) & \overbrace{0 \cdots 0}^{2 L}\end{array}\right]$ and $\boldsymbol{\Lambda}_{e}(n)$ is an $(N+M+3 \cdot L) \times(N+M+3 \cdot L)$-element matrix defined as shown in (30) at the bottom of the next page. The expanded "step size" matrix $\boldsymbol{\Lambda}_{e}(n)$ contains zeroes in the last $2 L$ rows, and $(N+M+L) 2 L$ nonzero terms $\rho_{i, l}(n)$ in the off diagonal entries as shown in (30). The $\rho_{i, l}(n)$ terms are placed
in the first through $(N+M+L)$ th rows of the $(N+M+L+1)$ th through $(N+M+3 L)$ th columns. The new elements $\rho_{i, l}(n)$ are placed at locations such that when $\boldsymbol{\Lambda}_{e}(n)$ is multiplied with $\phi_{e}(n)$, the zero entries of $\boldsymbol{\phi}_{e}(n)$ cancel the $\rho_{i, l}(n)$ 's. Thus, the choice of these variables does not affect the update equation.

It is straightforward to show that there exist vectors $\boldsymbol{\theta}_{r 2}(n-1)$ and $\hat{\mathbf{H}}_{d}(n)$ such that
$\boldsymbol{\Lambda}_{e}(n) \boldsymbol{\phi}_{e}(n) \epsilon(n)=\boldsymbol{\Lambda}_{e}(n) \hat{\boldsymbol{\theta}}_{r 2}(n-1)+\boldsymbol{\Lambda}_{e}(n) \hat{\mathbf{H}}_{d}(n) \epsilon(n)$
for any $\epsilon(n)$ which also includes $\epsilon(n)=0$. We only note at this time that there are more variables in the two vectors than there are equations, and therefore a multitude of solutions exists for them. Appendix I contains further discussions on choosing these and other parameters employed in the analysis. Employing (31) in (29), we get

$$
\begin{align*}
\hat{\boldsymbol{\theta}}_{e}(n)= & \hat{\boldsymbol{\theta}}_{e}(n-1)+\boldsymbol{\Lambda}_{e}(n) \hat{\boldsymbol{\theta}}_{\boldsymbol{r} 2}(n-1) \\
& +\boldsymbol{\Lambda}_{e}(n) \hat{\mathbf{H}}_{d}(n) \epsilon(n) \tag{32}
\end{align*}
$$

Next, we multiply both sides of the $(N+1)$ th through the $(N+$ $M$ )th entries of (32) with $\hat{\mathbf{p}}(n-1), \ldots, \hat{\mathbf{p}}(n-M)$, respectively, to obtain

$$
\left.\left[\begin{array}{c}
\hat{a}_{1}(n) \\
\vdots \\
\hat{a}_{N}(n)  \tag{33}\\
\hat{b}_{1}(n) \hat{\mathbf{p}}(n-1) \\
\vdots \\
\hat{b}_{M}(n) \hat{\mathbf{p}}(n-M) \\
\hat{\mathbf{p}}(n) \\
0 \\
\vdots \\
0
\end{array}\right]=\left[\begin{array}{c}
\hat{a}_{1}(n-1) \\
\vdots \\
\hat{a}_{N}(n-1) \\
\hat{b}_{1}(n-1) \hat{\mathbf{p}}(n-2) \\
\vdots \\
\hat{b}_{M}(n-1) \hat{\mathbf{p}}(n-M-1) \\
\hat{\mathbf{p}}(n-1) \\
0 \\
\vdots \\
0 \\
\\
\\
\\
\\
\\
\\
\end{array}\right] \hat{\boldsymbol{\theta}}_{r}(n-1)+\mathbf{\Lambda}_{c}(n) \hat{\mathbf{H}}_{d c}(n) \epsilon(n) \hat{\boldsymbol{\theta}}_{r 2 c}(n-1)\right]
$$

where $\hat{\boldsymbol{\theta}}_{r}(n-1)$ is defined as

$$
\begin{array}{rl}
\hat{\boldsymbol{\theta}}_{r}(n-1)= & {[\overbrace{0 \cdots 0}^{N} \quad \hat{b}_{1}(n-1)\left\{\hat{\mathbf{p}}^{T}(n-1)\right.} \\
& \left.-\hat{\mathbf{p}}^{T}(n-2)\right\} \cdots \hat{b}_{M}(n-1)\left\{\hat{\mathbf{p}}^{T}(n-M)\right. \\
& \left.-\hat{\mathbf{p}}^{T}(n-M-1)\right\} \overbrace{0 \cdots 0}^{L} \tag{34}
\end{array} \overbrace{0 \cdots 0}^{2 \cdot L}]^{T},
$$

and $\hat{\boldsymbol{\theta}}_{r 2 c}(n-1)$ and $\hat{\mathbf{H}}_{d c}(n)$ are vectors that result when we multiply the $(N+1)$ th through the $(N+M)$ th entries of $\hat{\boldsymbol{\theta}}_{r 2}(n-1)$ and $\hat{\mathbf{H}}_{d}(n)$ with $\hat{\mathbf{p}}(n-1), \ldots, \hat{\mathbf{p}}(n-M)$, respectively. The $(N+M L+3 \cdot L) \times(N+M L+3 \cdot L)$-element matrix $\boldsymbol{\Lambda}_{c}(n)$ has a similar interpretation. It is obtained by replacing $\mu_{N+1}(n)$ through $\mu_{N+M}(n)$ with $(L \times L)$-element diagonal matrices $\mu_{N+1}(n) \mathbf{I}, \mu_{N+2}(n) \mathbf{I}, \ldots, \mu_{N+M}(n) \mathbf{I}$, respectively. Also, each element $\rho_{N+1,1}(n)$ through $\rho_{N+M, 2 L}(n)$ of the matrix $\boldsymbol{\Lambda}_{e}(n)$ is replaced by an $(L \times 1)$-element column vector $\left[\rho_{N+1,1}(n) \cdots \rho_{N+1,1}(n)\right]^{T}$ through $\left[\rho_{N+M, 2 L}(n) \cdots \rho_{N+M, 2 L}(n)\right]^{T}$, respectively. Recognizing that the left-hand side (LHS) of (33) is $\hat{\boldsymbol{\theta}}_{c}(n)$ defined in (9), we can write this equation more compactly as

$$
\begin{align*}
\hat{\boldsymbol{\theta}}_{c}(n)= & \hat{\boldsymbol{\theta}}_{c}(n-1)+\hat{\boldsymbol{\theta}}_{r}(n-1) \\
& +\boldsymbol{\Lambda}_{c}(n) \hat{\boldsymbol{\theta}}_{r 2 c}(n-1)+\boldsymbol{\Lambda}_{c}(n) \hat{\mathbf{H}}_{d c}(n) \epsilon(n) . \tag{35}
\end{align*}
$$

Recall that the adaptive filter is composed of a polynomial with $L$ coefficients and an IIR system with a denominator and numerator having $N$ and $M$ taps, respectively. With the above transformation, we expanded (18) from an $(N+M+L) \times 1$-dimensional equation to a vector (35) with $(N+M \cdot L+3 \cdot L)$ dimensions. Let $\gamma$ be a positive, finite constant of our choice. It can be shown that we can choose the "new" entries of $\boldsymbol{\Lambda}_{c}(n)$, and the vectors $\hat{\boldsymbol{\theta}}_{r 2 c}(n-1)$ and $\hat{\mathbf{H}}_{d c}(n)$ such that the following equality is satisfied in addition to the equality in (31):

$$
\begin{align*}
& \boldsymbol{\Lambda}_{c}(n) \hat{\boldsymbol{\theta}}_{r 2 c}(n-1)+\boldsymbol{\Lambda}_{c}(n) \hat{\mathbf{H}}_{d c}(n) \boldsymbol{\epsilon}(n) \\
&=-\hat{\boldsymbol{\theta}}_{r}(n-1)+\gamma \hat{\mathbf{H}}_{c}(n) \epsilon(n) \tag{36}
\end{align*}
$$

An outline of the arguments leading to this conclusion is provided in Appendix I. Even though (36) contains variables that are not present in the original algorithm, the components of (36) that correspond to the original adaptive filter have not changed in any way. Therefore, we can prove the bound on our original algorithm, where $\boldsymbol{\Lambda}(n)$ is a diagonal matrix with positive step sizes on the diagonal, by proving the bound on the algorithm obtained by substituting (36) in (35), which is given by

$$
\begin{align*}
\hat{\boldsymbol{\theta}}_{c}(n)= & \hat{\boldsymbol{\theta}}_{c}(n-1)+\hat{\boldsymbol{\theta}}_{r}(n-1) \\
& -\hat{\boldsymbol{\theta}}_{r}(n-1)+\gamma \hat{\mathbf{H}}_{c}(n) \epsilon(n)  \tag{37}\\
= & \hat{\boldsymbol{\theta}}_{c}(n-1)+\gamma \hat{\mathbf{H}}_{c}(n) \epsilon(n) . \tag{38}
\end{align*}
$$

The calculations in Appendix I show that for an algorithm given by (18), an algorithm of the form (38) can always be obtained such that the equivalent coefficients of both algorithms have

$$
\boldsymbol{\Lambda}_{e}(n)=\frac{1}{\delta}\left[\begin{array}{ccccccccc}
\mu_{1}(n) & 0 & \cdots & 0 & \cdots & 0 & \rho_{1,1}(n) & \cdots & \rho_{1,2 L}(n)  \tag{30}\\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \mu_{N}(n) & 0 & \cdots & \vdots & \rho_{N, 1}(n) & \cdots & \rho_{N, 2 L}(n) \\
0 & \cdots & 0 & \mu_{N+1}(n) & 0 & \vdots & \rho_{N+1,1}(n) & \cdots & \rho_{N+1,2 L}(n) \\
\vdots & & \vdots & 0 & \ddots & 0 & \vdots & \ddots & \vdots \\
0 & & \cdots & & 0 & \mu_{N+M+L}(n) & \rho_{N+M+L, 1}(n) & \cdots & \rho_{N+M+L, 2 L}(n) \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
\vdots & & & & \ddots & & & & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0
\end{array}\right] .
$$

the same evolution. With the equivalent evolution of the corresponding coefficients, the output $\hat{d}(n)$ is the same whether obtained from (18) or (38). According to the definitions of $\hat{\boldsymbol{\theta}}_{c}(n)$, $\hat{\mathbf{H}}_{c}(n)$ and $\hat{\boldsymbol{\theta}}(n), \hat{\mathbf{H}}(n)$, we can then see that the a posteriori error $\epsilon(n)=d(n)-\hat{\boldsymbol{\theta}}_{c}^{T}(n) \hat{\mathbf{H}}_{c}(n)=d(n)-\hat{\boldsymbol{\theta}}^{T}(n) \hat{\mathbf{H}}(n)$ is the same for both algorithms.

## D. Assumptions

To complete our analysis, we need the following definitions and assumptions. The definitions are included here for the sake of completeness.

Definition 1 (p. 30 [19]): Let $\left\{Y_{n}, n \geq 1\right\}$ be a stochastic sequence and $\left\{\mathcal{F}_{n}, n \geq 1\right\}$ an increasing ${ }^{1}$ sequence of $\sigma$ fields with $\mathcal{F}_{n} \subset \mathcal{F}$ for each $n \geq 1$. If $Y_{n}$ is $\mathcal{F}_{n}$ measurable for each $n \geq 1$, the $\sigma$ fields $\left\{\mathcal{F}_{n}, n \geq 1\right\}$ are said to be adapted to the sequence $\left\{Y_{n}, n \geq 1\right\}$ and $\left\{Y_{n}, \mathcal{F}_{n}, n \geq 1\right\}$ is said to be an adapted stochastic sequence.

Definition 2 ([19]): If $\left\{Y_{n}, \mathcal{F}_{n}, n \geq 1\right\}$ is an adapted stochastic sequence with

$$
\begin{equation*}
E\left[Y_{n} \mid \mathcal{F}_{n-1}\right]=0 \quad \text { (a.s.) for each } \quad n \geq 2 \tag{39}
\end{equation*}
$$

$\left\{Y_{n}, \mathcal{F}_{n}, n \geq 1\right\}$ is called a martingale difference sequence.
Definition 3 ( $p .10$ [19]): Let $\left\{T_{n}, n \geq 1\right\}$ and $T$ be random variables. Then $T_{n}$ is said to converge in probability to $T$ [19] if

$$
\begin{equation*}
P\left[\left|T_{n}-T\right|>\epsilon\right] \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{40}
\end{equation*}
$$

for all $\epsilon>0$. The sequence $T_{n}$ is said to converge almost surely (a.s.) to $T$ if

$$
\begin{equation*}
P\left[T_{n} \rightarrow T \quad \text { as } \quad n \rightarrow \infty\right]=1 \tag{41}
\end{equation*}
$$

Almost sure convergence is denoted by $T_{n} \rightarrow T$ (a.s.).
Let $c_{(.)}$denote generic, finite, and positive numbers. We now enumerate the basic assumptions (A1-A5) employed to make this analysis feasible.

A1) Both the persistently exciting input signal $x(n)$ and the noise $\nu(n)$ are bounded sequences such that

$$
\begin{array}{ll}
|x(n)|<c_{x}, & \forall n \geq 0 \\
|\nu(n)|<c_{\nu}, & \forall n \geq 0 \tag{43}
\end{array}
$$

A2) i) The coefficients of the unknown system are bounded from above such that

$$
\begin{equation*}
\left\|\boldsymbol{\theta}_{c}(n)\right\|<c_{\boldsymbol{\theta}} \tag{44}
\end{equation*}
$$

ii) $N, M$, the orders of the polynomial $A\left(n, q^{-1}\right)$, and $B\left(n, q^{-1}\right)$, respectively, are constant, finite, and known.
iii) The unknown system (19) is exponentially BIBO stable.
A3) Let

$$
\begin{equation*}
\Delta(n)=\boldsymbol{\theta}_{c}(n)-\boldsymbol{\theta}_{c}(n-1) \tag{45}
\end{equation*}
$$

${ }^{1}$ A sequence $\left\{x_{1}, x_{2}, \ldots\right\}$ for which $x_{i} \subset x_{j}$ if $i<j$. Note that $\left\{\mathcal{F}_{n}, n \geq\right.$ $1\}$ is a sequence of $\sigma$ fields (i.e., sigma algebra) on $\Omega$ and for each $n, \mathcal{F}_{n}$ is generated by $\left\{Y_{i}, 0 \leq i \leq n-1\right\}$. Then it is true that $\mathcal{F}_{n-1} \subset \mathcal{F}_{n}$.
denote the increment process associated with the unknown system. There exists a $\lambda$, where $0<\lambda<1$, and a constant $\alpha$ such that for all $k$,

$$
\begin{equation*}
\sum_{n=1}^{k} \lambda^{k-n}\|\triangle(n)\|^{2} \leq \alpha \tag{46}
\end{equation*}
$$

A4) Operator $A\left(k, q^{-1}\right)$ is input strictly passive [16], [20], i.e., there exists a positive constant $\kappa_{0}$ such that

$$
\begin{equation*}
\sum_{k=1}^{n} u(k)\left[A\left(n, q^{-1}\right) u(k)\right] \geq \kappa_{0} \sum_{k=1}^{n} u^{2}(k) \tag{47}
\end{equation*}
$$

for any real sequence $\{u(k)\}, k \geq 0$. This assumption is a time-varying version of the well known strictly positive real condition in the case of the time varying operators. The parameter $\kappa_{0}$ is independent of the signal $u(n)$. It only depends on the properties of $A\left(n, q^{-1}\right)$.
A5) The noise $\{\nu(n)\}$ is a martingale difference sequence, i.e., $E\left[\nu(n+1) \mid F_{n}\right]=0$ almost surely (a.s.), and satisfies
$\sup _{n} E\left[|\nu(n+1)|^{\delta_{a}} \mid F_{n}\right]<\infty \quad$ (a.s.) for some $\delta_{a}>2$
and

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{1}{m} \sum_{n=1}^{m} \nu^{2}(n)=\sigma_{\nu}^{2} \quad \text { (a.s.). } \tag{49}
\end{equation*}
$$

In addition, $\{\nu(n)\}$ is independent of $\{\boldsymbol{\theta}(n)\}$ and $\{x(n)\}$. In the discussion here, $F_{n}$ is the $\sigma$-algebra generated by $\{\nu(0), \nu(1), \ldots, \nu(n)\}$.

## III. Main Result

We start by rewriting (38) as

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{c}(n-1)=\hat{\boldsymbol{\theta}}_{c}(n)-\gamma \hat{\mathbf{H}}_{c}(n) \epsilon(n) \tag{50}
\end{equation*}
$$

Subtracting $\boldsymbol{\theta}_{c}(n-1)$ from both sides, we get

$$
\begin{align*}
& \hat{\boldsymbol{\theta}}_{c}(n-1)-\boldsymbol{\theta}_{c}(n-1) \\
& \quad=\hat{\boldsymbol{\theta}}_{c}(n)-\boldsymbol{\theta}_{c}(n)+\boldsymbol{\theta}_{c}(n)-\boldsymbol{\theta}_{c}(n-1)-\gamma \hat{\mathbf{H}}_{c}(n) \epsilon(n) \tag{51}
\end{align*}
$$

giving

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}_{c}(n-1)=\tilde{\boldsymbol{\theta}}_{c}(n)+\triangle(n)-\gamma \hat{\mathbf{H}}_{c}(n) \epsilon(n) \tag{52}
\end{equation*}
$$

where $\triangle(n)$ was defined in (45) and

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}_{c}(n)=\hat{\boldsymbol{\theta}}_{c}(n)-\boldsymbol{\theta}_{c}(n) . \tag{53}
\end{equation*}
$$

Premultiplying both sides of (52) with their respective transposes gives

$$
\begin{align*}
& \left\|\widetilde{\boldsymbol{\theta}}_{c}(n)\right\|^{2}=\left\|\widetilde{\boldsymbol{\theta}}_{c}(n-1)\right\|^{2}-2 \tilde{\boldsymbol{\theta}}_{c}^{T}(n) \Delta(n) \\
& \quad+2 \gamma \widetilde{\boldsymbol{\theta}}_{c}^{T}(n) \hat{\mathbf{H}}_{c}(n) \epsilon(n)-\left\|\Delta(n)-\gamma \hat{\mathbf{H}}_{c}(n) \cdot \epsilon(n)\right\|^{2} . \tag{54}
\end{align*}
$$

Since $\left\|\Delta(n)-\gamma \hat{\mathbf{H}}_{c}(n) \cdot \epsilon(n)\right\|^{2}$ is nonnegative, we can drop this term from the right-hand side (RHS) of (54) to get

$$
\begin{align*}
&\left\|\widetilde{\boldsymbol{\theta}}_{c}(n)\right\|^{2} \leq\left\|\widetilde{\boldsymbol{\theta}}_{c}(n-1)\right\|^{2}-2 \widetilde{\boldsymbol{\theta}}_{c}^{T}(n) \triangle(n) \\
&+2 \gamma_{\boldsymbol{\theta}}^{T}(n) \hat{\mathbf{H}}_{c}(n) \epsilon(n) . \tag{55}
\end{align*}
$$

Let $\epsilon(n)=s(n)+\nu(n)$. Substituting this for $\epsilon(n)$ and replacing $2 \tilde{\boldsymbol{\theta}}_{c}^{T}(n) \triangle(n)$ with $2\left\|\tilde{\boldsymbol{\theta}}_{c}(n)\right\|\|\Delta(n)\|$ in (55) gives

$$
\begin{align*}
\left\|\widetilde{\boldsymbol{\theta}}_{c}(n)\right\|^{2} & \leq\left\|\widetilde{\boldsymbol{\theta}}_{c}(n-1)\right\|^{2}+2\left\|\tilde{\boldsymbol{\theta}}_{c}(n)\right\|\|\Delta(n)\| \\
& +2 \gamma \widetilde{\boldsymbol{\theta}}_{c}^{T}(n) \hat{\mathbf{H}}_{c}(n) s(n)+2 \gamma \widetilde{\boldsymbol{\theta}}_{c}^{T}(n) \hat{\mathbf{H}}_{c}(n) \nu(n) . \tag{56}
\end{align*}
$$

It is shown in Appendix II that [13]

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}_{c}^{T}(n) \cdot \hat{\mathbf{H}}_{c}(n)=-A\left(n, q^{-1}\right) s(n) \tag{57}
\end{equation*}
$$

Substituting the above result in (56) gives

$$
\begin{align*}
& \left\|\tilde{\boldsymbol{\theta}}_{c}(n)\right\|^{2} \leq\left\|\widetilde{\boldsymbol{\theta}}_{c}(n-1)\right\|^{2}+2\left\|\tilde{\boldsymbol{\theta}}_{c}(n)\right\|\|\Delta(n)\| \\
& \quad-2 \gamma s(n)\left[A\left(n, q^{-1}\right) s(n)\right]+2 \gamma \tilde{\boldsymbol{\theta}}_{c}^{T}(n) \hat{\mathbf{H}}_{c}(n) \nu(n) . \tag{58}
\end{align*}
$$

Let $\hat{\Upsilon}(n)$ be an $(N+M \cdot L+3 L) \times(N+M+L)$-element matrix defined as
$\hat{\gamma}\left[\begin{array}{cccccc}\mathbf{I}_{N \times N} & 0 & 0 & 0 & \cdots & 0 \\ 0 & \hat{\mathbf{p}}(n-1) & 0 & \vdots & \cdots & 0 \\ 0 & 0 & \hat{\mathbf{p}}(n-2) & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \cdots & \vdots \\ 0 & \cdots & \cdots & 0 & \hat{\mathbf{p}}(n-M) & 0 \\ 0 & \cdots & \cdots & \cdots & 0 & \mathbf{I}_{L \times L} \\ \mathbf{0}_{2 L \times 1} & \cdots & \cdots & \cdots & \cdots & \mathbf{0}_{2 L \times 1}\end{array}\right]$

Direct multiplications will show that

$$
\begin{align*}
\hat{\boldsymbol{\theta}}_{c}(n) & =\hat{\boldsymbol{\Upsilon}}(n) \hat{\boldsymbol{\theta}}(n)  \tag{60}\\
\hat{\mathbf{H}}_{c}(n) & =\hat{\mathbf{\Upsilon}}(n) \hat{\mathbf{H}}(n) \tag{61}
\end{align*}
$$

and that

$$
\begin{equation*}
\hat{\mathbf{H}}^{T}(n)=\hat{\mathbf{H}}_{c}^{T}(n) \hat{\Upsilon}(n) \tag{62}
\end{equation*}
$$

Premultiplying both sides of (14) with $\boldsymbol{\Upsilon}(n)$ and simplifying using (60) and the definition of $\hat{\boldsymbol{\theta}}_{r}(n-1)$ from (34) results in
$\hat{\boldsymbol{\theta}}_{c}(n)=\hat{\boldsymbol{\theta}}_{c}(n-1)+\hat{\boldsymbol{\theta}}_{r}(n-1)+\frac{\hat{\boldsymbol{\Upsilon}}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} e(n)$.

Subtracting $\boldsymbol{\theta}_{c}(n)$ from both sides of (63) gives

$$
\begin{align*}
& \tilde{\boldsymbol{\theta}}_{c}(n)=\tilde{\boldsymbol{\theta}}_{c}(n-1)+\hat{\boldsymbol{\theta}}_{r}(n-1)-\triangle(n) \\
&+\frac{\hat{\boldsymbol{\Upsilon}}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} e(n) \tag{64}
\end{align*}
$$

Next we use (64) in (58) to get

$$
\begin{align*}
\left\|\tilde{\boldsymbol{\theta}}_{c}(n)\right\|^{2} \leq & \left\|\widetilde{\boldsymbol{\theta}}_{c}(n-1)\right\|^{2}+2\left\|\widetilde{\boldsymbol{\theta}}_{c}(n)\right\|\|\Delta(n)\| \\
& -2 \gamma s(n)\left[A\left(n, q^{-1}\right) s(n)\right]+2 \gamma\left(\widetilde{\boldsymbol{\theta}}_{c}^{T}(n-1)\right. \\
& \left.+\hat{\boldsymbol{\theta}}_{r}^{T}(n-1)\right) \cdot \hat{\mathbf{H}}_{c}(n) \nu(n) \\
& -2 \gamma \Delta^{T}(n) \hat{\mathbf{H}}_{c}(n) \nu(n) \\
& +2 \gamma \frac{\hat{\mathbf{H}}_{c}^{T}(n) \hat{\boldsymbol{\Upsilon}}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} e(n) \nu(n) \tag{65}
\end{align*}
$$

Using (62), we can write

$$
\begin{equation*}
\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)=\hat{\mathbf{H}}_{c}^{T}(n) \hat{\boldsymbol{\Upsilon}}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n) \tag{66}
\end{equation*}
$$

Using (66) in (65) we get

$$
\begin{align*}
&\left\|\tilde{\boldsymbol{\theta}}_{c}(n)\right\|^{2} \\
& \leq\left\|\widetilde{\boldsymbol{\theta}}_{c}(n-1)\right\|^{2}+2\left\|\tilde{\boldsymbol{\theta}}_{c}(n)\right\|\|\Delta(n)\| \\
&-2 \gamma s(n)\left[A\left(n, q^{-1}\right) s(n)\right]+2 \gamma\left(\widetilde{\boldsymbol{\theta}}_{c}^{T}(n-1)\right. \\
&\left.+\hat{\boldsymbol{\theta}}_{r}^{T}(n-1)\right) \cdot \hat{\mathbf{H}}_{c}(n) \nu(n)-2 \gamma \Delta^{T}(n) \hat{\mathbf{H}}_{c}(n) \nu(n) \\
&+2 \gamma \frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} c(n) \nu(n) . \tag{67}
\end{align*}
$$

Let us now present the Martingale limit theorem [19].
Theorem 1 (Martingale Limit Theorem [19]): Let assumption A5 hold, and let $f(n-1)$ be an $F_{n-1}$ measurable sequence. Then

$$
\begin{align*}
\left|\sum_{n=1}^{m} f(n-1) \nu(n)\right| & \\
& =\circ\left(\sum_{n=1}^{m} f^{2}(n-1)\right)+\bigcirc(1) \text { (a.s.) } \tag{68}
\end{align*}
$$

where the symbols $\circ(\cdot)$ and $\bigcirc(\cdot)$ denote the "order of the magnitude."

For $f(n-1)$ to be $F_{n-1}$ measurable, we require that $f(n-1)$ can be only a function of $\nu(k)$, where $k<n$. In more lax words, $F_{n-1}$ measurability implies that $f(n-1)$ is a nonanticipative function of a signal $\nu(n)$.

Let $g$ be a positive function. The concepts of $f=\circ(g)$ and $f=\bigcirc(g)$ are defined as follows [21].

Definition 4: Function $f$ is said to be of lower order than $g$ in the neighborhood of $x=x_{0}$ if

$$
\begin{equation*}
\lim _{x \rightarrow x_{0}} \frac{f(x)}{g(x)}=0 \tag{69}
\end{equation*}
$$

We use the notation $f=\circ(g)$ to represent this relationship. The statement $f=\circ(1)$ is equivalent to $f \rightarrow 0$.

Definition 5: We say that $f$ is of the order of $g$ on a set $S$ if there is a positive number $c_{B}$ such that

$$
\begin{equation*}
\left|\frac{f(x)}{g(x)}\right|<c_{B} \text { if } x \in S \tag{70}
\end{equation*}
$$

This is denoted by $f=\bigcirc(g)$. Stating " $f=\bigcirc(1)$ on $S$ " is the same as saying that " $f$ is bounded on $S$." Clearly, $f=\circ(g)$ implies, and is stronger than $f=\bigcirc(g)$ [21].

Since the step size sequence satisfies the Lyapunov conditions for stability of the system [18], $\tilde{\boldsymbol{\theta}}(n)$ and $\hat{d}(n)$ are bounded sequences. Bounded $\hat{d}(n)$ implies that $\hat{\mathbf{H}}(n)$ is also bounded. Let $c_{\tilde{\theta}}$ and $c_{\hat{H}}$ denote the upper bounds of $\left\|\tilde{\boldsymbol{\theta}}_{c}(n)\right\|=\sqrt{\tilde{\boldsymbol{\theta}}_{c}^{T}(n) \tilde{\boldsymbol{\theta}}_{c}(n)}$, and $\left\|\hat{\mathbf{H}}_{c}(n)\right\|$, respectively, i.e.,

$$
\begin{align*}
\left\|\widetilde{\boldsymbol{\theta}}_{c}(n)\right\| & \leq c_{\tilde{\theta}}  \tag{71}\\
\left\|\hat{\mathbf{H}}_{c}(n)\right\| & \leq c_{\hat{H}} \tag{72}
\end{align*}
$$

Theorem 2: Let assumptions A1-A5 hold. Then

$$
\begin{align*}
\lim _{m \rightarrow \infty} \sup \frac{1}{m} \sum_{n=0}^{m}(d(n)-\hat{d}(n)-\nu(n))^{2} & \\
& \leq \alpha \frac{c_{\tilde{\theta}}}{\gamma \kappa_{0}}+c_{\Lambda} \frac{1}{\kappa_{0}} \sigma_{\nu}^{2} \quad \text { (a.s.) } \tag{73}
\end{align*}
$$

where $\kappa_{0}$ is a parameter from Assumption A4, while $\alpha$ was introduced in Assumption A3 and $c_{\mathrm{A}}$ is a bound such that $\left|\left(\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)\right) /\left(\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)\right)\right| \leq c_{\boldsymbol{\Lambda}}$. Algorithm requires that $-\delta \beta<\mathbf{H}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)$, where $\delta$ is a small positive constant and $0<\beta<1$.

Proof: Summing both sides of (67) from $n=1$ to $m$, it follows that

$$
\begin{align*}
& \left\|\tilde{\boldsymbol{\theta}}_{c}(m)\right\|^{2}+2 \gamma \sum_{n=1}^{m} s(n)\left[A\left(n, q^{-1}\right) s(n)\right] \\
& \leq\left\|\tilde{\boldsymbol{\theta}}_{c}(0)\right\|^{2} \\
& \quad+2 \sum_{n=1}^{m}\left\|\widetilde{\boldsymbol{\theta}}_{c}(n)\right\|\|\Delta(n)\|+2 \gamma \sum_{n=1}^{m}\left(\widetilde{\boldsymbol{\theta}}_{c}^{T}(n-1)\right. \\
& \left.\quad+\hat{\boldsymbol{\theta}}_{r}^{T}(n-1)\right) \hat{\mathbf{H}}_{c}(n) \nu(n)-2 \gamma \sum_{n=1}^{m} \Delta^{T}(n) \hat{\mathbf{H}}_{c}(n) \nu(n) \\
& \quad+2 \gamma \sum_{n=1}^{m} \frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} e(n) \nu(n) . \tag{74}
\end{align*}
$$

Note that $\left(\tilde{\boldsymbol{\theta}}_{c}^{T}(n-1)+\hat{\boldsymbol{\theta}}_{r}^{T}(n-1)\right) \hat{\mathbf{H}}_{c}(n)$ is independent of $\nu(n)$ and $F_{n-1}$ measurable. Then from Theorem 1 we have

$$
\begin{align*}
\mid \sum_{n=1}^{\prime \prime \prime} & \left(\widetilde{\boldsymbol{\theta}}_{c}^{T}(n-1)+\hat{\boldsymbol{\theta}}_{r}^{T}(n-\mathbf{1})\right) \hat{\mathbf{H}}_{c}(n) \nu(n) \mid \\
= & \circ\left(\sum_{n=1}^{m}\left(\left(\widetilde{\boldsymbol{\theta}}_{c}^{T}(n-1)+\hat{\boldsymbol{\theta}}_{r}^{T}(n-1)\right) \hat{\mathbf{H}}_{c}(n)\right)^{2}\right) \\
& +\bigcirc(1) \\
= & \circ\left(\sum_{n=1}^{m}\left\|\left(\widetilde{\boldsymbol{\theta}}_{c}^{T}(n-1)+\hat{\boldsymbol{\theta}}_{r}^{T}(n-1)\right)\right\|^{2}\left\|\hat{\mathbf{H}}_{c}(n)\right\|^{2}\right) \\
& +\bigcirc(1) \\
= & \circ(m)+\bigcirc(1) \\
= & \circ(m)(\text { a.s. }) \tag{75}
\end{align*}
$$

where we have used the Cauchy-Schwartz inequality

$$
\begin{align*}
& \left(\left(\tilde{\boldsymbol{\theta}}_{c}^{T}(n-1)+\hat{\boldsymbol{\theta}}_{r}^{T}(n-1)\right) \hat{\mathbf{H}}_{c}(n)\right)^{2} \\
& \quad \leq\left\|\left(\tilde{\boldsymbol{\theta}}_{c}^{T}(n-1)+\hat{\boldsymbol{\theta}}_{r}^{T}(n-1)\right)\right\|^{2} \cdot\left\|\hat{\mathbf{H}}_{c}(n)\right\|^{2} \tag{76}
\end{align*}
$$

and the fact that $\left\|\left(\tilde{\boldsymbol{\theta}}_{c}^{T}(n-1)+\hat{\boldsymbol{\theta}}_{r}^{T}(n-1)\right)\right\|$ and $\left\|\hat{\mathbf{H}}_{c}(n)\right\|$ are bounded for all $n \geq 0$. This is true since $\boldsymbol{\theta}_{c}(n-1), \hat{\boldsymbol{\theta}}_{r}(n-1)$,
$\hat{\mathbf{H}}_{c}(n)$ are finite, and because $\hat{A}\left(n-1, q^{-1}\right)$ is guaranteed to be stable by our algorithm. By Assumption A5, $\triangle(n)$ is independent of $\nu(n)$. It follows that $\Delta^{T}(n) \hat{\mathbf{H}}_{c}(n)$ is $F_{n-1}$ measurable, and by application of Theorem 1 to this sequence gives

$$
\begin{align*}
& \left|\sum_{n=1}^{m} \Delta^{T}(n) \hat{\mathbf{H}}_{c}(n) \nu(n)\right| \\
& \quad=\circ\left(\sum_{n=1}^{m}\left(\Delta^{T}(n) \hat{\mathbf{H}}_{c}(n)\right)^{2}\right)+\bigcirc(1) \\
& \quad=\circ\left(\sum_{n=1}^{m}\left\|\Delta^{T}(n)\right\|^{2}\left\|\hat{\mathbf{H}}_{c}(n)\right\|^{2}\right)+\bigcirc(1)(\text { a.s. }) . \tag{77}
\end{align*}
$$

Note that by Assumption A3, $\|\triangle(n)\|$ is finite for all $n \geq 0$. Since $\left\|\hat{\mathbf{H}}_{c}(n)\right\|$ is bounded, (77) yields

$$
\begin{equation*}
\left.\left|\sum_{n=1}^{m} \Delta^{T}(n) \hat{\mathbf{H}}_{c}(n) \nu(n)\right|=\circ(m) \text { (a.s. }\right) \tag{78}
\end{equation*}
$$

Similar calculations on the last term of (74) gives the following result:

$$
\begin{align*}
\sum_{n=1}^{m} & \frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\mathbf{H}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} e(n) \nu(n) \\
= & \sum_{n=1}^{m} \frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}(\widetilde{d}(n)+\nu(n) \\
& \left.-\hat{\mathbf{H}}_{c}^{T}(n) \hat{\boldsymbol{\theta}}_{c}(n-1)\right) \nu(n) \\
= & \sum_{n=1}^{m} \frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} \tilde{d}(n) \nu(n) \\
& +\sum_{n=1}^{m} \frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} \nu(n) \nu(n) \\
& -\sum_{n=1}^{m} \frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}\left(\hat{\mathbf{H}}_{c}^{T}(n) \hat{\boldsymbol{\theta}}_{c}(n-1)\right) \nu(n) \\
\leq & c_{\Lambda} \sum_{n=1}^{m} \nu^{2}(n)+o(m)(\text { a.s. }) . \tag{79}
\end{align*}
$$

Note that $\boldsymbol{\Lambda}(n)$, which is directly related to $\gamma$ as aforementioned, is chosen at time instant $n$, but independently of the value of $\nu(n)$. We obtained the result in (79) applying similar procedures as used to obtain (75) and (78). We only comment here on the term $\sum_{n=1}^{m}\left(\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)\right) /\left(\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)\right) \nu(n) \nu(n)$.
It is obvious that

$$
\begin{align*}
\sum_{n=1}^{m} \frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} \nu(n) \nu(n) \\
\leq \sum_{n=1}^{m}\left|\frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \phi(n)}\right| \nu^{2}(n) \tag{80}
\end{align*}
$$

Since the algorithm requires that $\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)>-\delta \beta$, and $\hat{\mathbf{H}}^{T}(n), \boldsymbol{\Lambda}(n)$ and $\boldsymbol{\phi}(n)$ are all finite due to the algorithm, we can introduce a positive bound $c_{\Lambda}$ such that

$$
\begin{equation*}
\left|\frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \phi(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \phi(n)}\right| \leq c_{\Lambda} . \tag{81}
\end{equation*}
$$

Using (81) we have

$$
\begin{equation*}
\sum_{n=1}^{m} \frac{\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)}{\delta+\hat{\mathbf{H}}^{T}(n) \boldsymbol{\Lambda}(n) \boldsymbol{\phi}(n)} \nu^{2}(n) \leq c_{\mathrm{A}} \sum_{n=1}^{m} \nu^{2}(n) \tag{82}
\end{equation*}
$$

By Assumption A3, $\|\triangle(n)\| \leq \alpha$. Since $\left\|\widetilde{\boldsymbol{\theta}}_{c}(n)\right\| \leq c_{\ddot{\theta}}[$ see (71)], we have

$$
\begin{equation*}
\sum_{n=1}^{m}\left\|\tilde{\boldsymbol{\theta}}_{c}^{T}(n)\right\|\|\Delta(n)\| \leq \alpha c_{\tilde{\theta}} m \tag{83}
\end{equation*}
$$

Using (75), (78), (79), and (83), (74) simplifies to

$$
\begin{array}{rl}
\left\|\widetilde{\boldsymbol{\theta}}_{c}(m)\right\|^{2}+2 \gamma \sum_{n=1}^{m} & s(n) A\left(n, q^{-1}\right) s(n) \leq\left\|\widetilde{\boldsymbol{\theta}}_{c}(0)\right\|^{2} \\
& +2 \alpha c_{\hat{\theta}} m+2 \gamma c_{\Lambda} \sum_{n=1}^{m} \nu^{2}(n)+o(m) \tag{84}
\end{array}
$$

Using Assumption A4, (84) becomes

$$
\begin{align*}
\left\|\widetilde{\boldsymbol{\theta}}_{c}(m)\right\|^{2}+2 \gamma \kappa_{0} \sum_{n=1}^{m} s^{2}(n) & \leq\left\|\widetilde{\boldsymbol{\theta}}_{c}(0)\right\|^{2}+2 \alpha c_{\theta}^{2} m \\
& +2 \gamma c_{A} \sum_{n=1}^{m} \nu^{2}(n)+o(m) \tag{85}
\end{align*}
$$

Dividing the entire (85) by $2 \gamma \kappa_{0} m$ and taking the limit as $m$ goes toward infinity, we have

$$
\begin{align*}
& \lim _{m \rightarrow \infty} \sup \frac{1}{m} \sum_{n=0}^{m}(d(n)-\hat{d}(n)-\nu(n))^{2} \\
& \leq \alpha \frac{\widetilde{\theta}^{\prime}}{\gamma \kappa_{0}}+c_{\Lambda} \frac{1}{\kappa_{0}} \sigma_{\nu}^{2} \quad \text { (a.s.). } \tag{86}
\end{align*}
$$

This proves Theorem 2.
$c_{\Lambda}$ depends on $\Lambda(n)$ and can be made arbitrarily small. Assuming that the underlying system is time-invariant (i.e., $\alpha=0$ ), Theorem 2 implies that the long-term time average of the square of the a posteriori excess estimation error can be arbitrarily close to zero. That is, the system can approach the global minimum of the performance surface with arbitrarily small error. As one would expect the long-term average of the squared error contributed by the variations of the parameters of the underlying time-varying system depends on the strength of coefficient increment process $(\alpha)$, and is inversely proportional to the step sizes in $\Lambda(n)$.

## IV. Simulation Results

In this section, we present the results of a simulation experiment conducted to demonstrate the global convergence capabilities of the adaptive filter analyzed in this paper. The adaptive filter was employed in the system identification mode in the simulations. An unknown Hammerstein system composed of the memoryless nonlinearity with an input-output relationship

$$
\begin{equation*}
z(n)=0.1 x(n)-0.075 x^{2}(n)+0.05 x^{3}(n) \tag{87}
\end{equation*}
$$

and a linear component with the transfer function

$$
\begin{equation*}
H(z)=\frac{0.25}{1-0.4 z^{-1}+0.2 z^{-2}} \tag{88}
\end{equation*}
$$

was identified using the adaptive filter. The parameters of both the linear and the nonlinear part were time-invariant in this simulation example. The linear system $H(z)$ is a strictly positive real (SPR) [20], [22] and satisfies the constraint (47) with $\kappa_{0}=$ 0.7. The desired response signal $d(n)$ of the adaptive filter was obtained by corrupting the output of the unknown system with additive white noise with zero mean value and variance 0.0166 , such that output SNR was 20 dB . The input signal $x(n)$ of the adaptive filter was generated by filtering a Gaussian signal with zero mean value and unit variance with the filter

$$
\begin{equation*}
H_{c}(z)=1+0.5 z^{-1} \tag{89}
\end{equation*}
$$

The adaptive filter was implemented with the time-varying step size of the recursive component of the linear subsystem to be the maximum of $\mu=10^{-3}$ or the bound suggested by the condition in $\|\operatorname{vec}[\mathbf{Q}(n+1)]-\operatorname{vec}[\mathbf{Q}(n)]\|<1$, and the step sizes for the coefficients of the first, second and third order terms of the polynomial subsystem were constant and equal to $10^{-3}, 5 \cdot 10^{-4}$ and $10^{-4}$, respectively. The step-sizes corresponding to the linear part were time-varying so that the stability of the IIR filter was assured according to the condition $\| \operatorname{vec}[\mathbf{Q}(n+1)]-\operatorname{vec}[[\mathbf{Q}(n)] \|<1$. The step-sizes corresponding to the nonlinear part can be time-varying as well as long as they are small enough to ensure stability. However, unlike the recursive part of the linear subsystem, stability of the adaptation process does not require a time varying step size. Because of this, we chose to use a fixed step size for all components other than the step sizes associated with the feedback coefficients of the linear subsystem. The parameter $\delta$ was set to $10^{-3}$ and $\beta$ to 0.99 . The system was initialized with poles of the linear subsystem at the origin, and the initial values of polynomial coefficients at zero. The coefficient $\hat{b}_{0}(n)$ was set to 1 and was not changed throughout the simulation. This ensured the uniqueness of the solution. Two hundred independent experiments using 50000 data samples each were conducted. The results presented are average values over these 200 experiments.

Fig. 2 shows the evolution of the excess mean-square error (MSE) in the simulations. Our algorithm operates in a stable manner as predicted by the theoretical derivations. We can see


Fig. 2. Excess MSE of the adaptive filter employed in simulations.
from these results that the algorithm works reasonably well in this set of experiments.

It is difficult to obtain a tight bound for the LHS of (81) for small step sizes. Consequently we do not attempt to provide a comparison of the theoretical bound in (73) with simulation results. However the simulation results provide additional demonstration of the global convergence result implied by the theorem. To see this, we evaluated the long-term time average excess squared a posteriori error for each run over the last 15000 samples. By only computing the averages over the last 15000 samples, we eliminated the effect of the initial excess errors from the calculations. This would be also the case if we averaged over an arbitrarily large number of samples. The mean value of these 200 time averages was $8.75 \cdot 10^{-5}$. The largest value of the time averaged a posteriori excess squared error was $1.26 \cdot 10^{-4}$. These results indicate that the adaptive filter converged to locations that are close to the global minimum of the error surface in each of the runs, again validating the theoretical derivations in the paper.

We have evaluated the algorithm of this paper in a large number of synthetic scenarios, including those employing random initialization of the coefficients. The method provided good performance in terms of stable operation and global convergence in each case as predicted by the theoretical derivations.

## V. CONCLUDING REMARKS

A theoretical treatment of a recursive nonlinear adaptive filter developed in [18] was given in this paper. The convergence behavior of this algorithm was studied in a stochastic framework in a nonstationary environment, and in the presence of a possibly colored and nonstationary measurement noise that is a martingale difference sequence. Using the martingale limit theorem, we showed that the global minimum on the error surface of our adaptive Hammerstein filter can be achieved with arbitrary precision when the rate of change of the parameters of the underlying plant is zero. The adaptive system analyzed in this paper does not account for the Gram-Schmidt orthogonalization of the input signal as done in [18]. Extension of the analysis to this case is straightforward [23].

## AppENDIX I <br> PROOF OF (31) AND (36)

Proof: We will choose the variables $\rho_{i, j}(n)$ in such a way that $\boldsymbol{\Lambda}_{c}(n) \hat{\boldsymbol{\theta}}_{r 2 c}(n-1)=-\hat{\boldsymbol{\theta}}_{r}(n-1)$ and $\boldsymbol{\Lambda}_{c}(n) \hat{\mathbf{H}}_{d c}(n)=$ $\gamma \hat{\mathbf{H}}_{c}(n)$. The proof consists of two parts.

1) In the first part we show that there are at least as many variables $\rho_{i, j}(n)$ as there are equations that we need to solve to establish (36).
2) In the second part, we show how (31) and (36) are satisfied by appropriate selection of the vector $\hat{\mathbf{H}}_{d}(n)$, and appropriate choice of the variables $\rho_{i, j}(n)$.
The calculations described below are not done in the implementation of the algorithm, but rather serve as a proof that for any algorithm (18) there exists an algorithm (38). Since equivalent coefficients of (18) and (38) evolve in an identical manner, the a posteriori errors of the two algorithms also evolve in the same way, implying that analyzing (38) is equivalent to analyzing (18).

The dimension of the step size matrix $\boldsymbol{\Lambda}(n)$ is $(N+M+$ $L) \times(N+M+L)$, and therefore has $(N+M+L)$ nonzero step sizes $\mu_{i}(n)$. On the other hand, $\boldsymbol{\Lambda}_{c}(n)$ is an $(N+M L+$ $3 L) \times(N+M L+3 L)$-element matrix which has the same ( $N+M+L$ ) step size entries $\mu_{i}(n)$ along the diagonal and an additional $2 \cdot L \cdot(N+M+L)$ variables $\rho_{i, j}(n)$ that are off-diagonal. Having $2 \cdot L \cdot(N+M+L)$ variables $\rho_{i, j}(n)$, and the total number of $2 \cdot(N / 2+M \cdot L+3 \cdot L)$ equations, the latter can be satisfied as long as $L \geq 3$, since for this case $2 \cdot L \cdot(N+M+L) \geq 2 \cdot(N / 2+M \cdot L+3 \cdot L)$. We can make this proof valid for $\bar{L} \geq 1$ by adding another $L_{L}$ column(s) to matrix $\boldsymbol{\Lambda}_{c}(n)$ so that $(N+M+L) \cdot\left(2 L+L_{L}\right)$, the new number of unknown variables $\rho_{i, j}(n)$ is larger than the number of equations that must be satisfied.

In the second part, we show how (31) may be satisfied. Even though we do not know $\epsilon(n)$, choosing the vectors $\hat{\boldsymbol{\theta}}_{r 2}(n-1)$ and $\hat{\mathbf{H}}_{d}(n)$ in (31) is always possible. One approach is to choose the first $N$ entries of $\hat{\mathbf{H}}_{d}(n)$ to be identical to the first $N$ entries of $\boldsymbol{\phi}_{e}(n)$. This makes the first $N$ elements of vector $\hat{\boldsymbol{\theta}}_{r 2}(n-1)$ zero. For the rest of the elements of the vector $\hat{\mathbf{H}}_{d}(n)$, we only need to maintain $\mathbf{H}_{d}(n) \neq \phi_{e}(n)$ implying that the rest of the elements of $\hat{\boldsymbol{\theta}}_{r 2}(n-1)$ are not zero. In particular, it is important that the last $2 L$ elements of $\hat{\mathbf{H}}_{d}(n)$ and $\hat{\boldsymbol{\theta}}_{r 2}(n-1)$ are not zero.

Finally, since we have more free variables $\rho_{i, j}(n)$ than there are equations, we can simultaneously solve for $\rho_{i, j}(n)$ in the equations $\boldsymbol{\Lambda}_{c}(n) \hat{\boldsymbol{\theta}}_{r 2 c}(n-1)=-\hat{\boldsymbol{\theta}}_{r}(n-1)$ and $\boldsymbol{\Lambda}_{c}(n) \hat{\mathbf{H}}_{d c}(n)=$ $\gamma \hat{\mathbf{H}}_{c}(n)$ to satisfy (36). This completes the proof.

## ApPENDIX II

## Proof of (57)

Proof: Note that $\epsilon(n)=s(n)+\nu(n)=d(n)-$ $\hat{\mathbf{H}}^{T}(n) \hat{\boldsymbol{\theta}}(n)$ and

$$
\begin{align*}
A\left(n, q^{-1}\right) s(n)= & A\left(n, q^{-1}\right)[\epsilon(n)-\nu(n)] \\
= & A\left(n, q^{-1}\right)[d(n)-\hat{d}(n)-\nu(n)] \\
= & A\left(n, q^{-1}\right) d(n)-A\left(n, q^{-1}\right) \hat{d}(n) \\
& -A\left(n, q^{-1}\right) \nu(n) . \tag{90}
\end{align*}
$$

By using (20), (22), and (23), we have

$$
\begin{align*}
A\left(n, q^{-1}\right) d(n)= & A\left(n, q^{-1}\right) \widetilde{d}(n)+A\left(n, q^{-1}\right) \nu(n) \\
= & B\left(n, q^{-1}\right) \mathbf{p}^{T}(n) \mathbf{x}(n) \\
& +A\left(n, q^{-1}\right) \nu(n) . \tag{91}
\end{align*}
$$

Combining (24), (90), and (91) gives

$$
\begin{align*}
A(n, & \left.q^{-1}\right) s(n) \\
= & B\left(n, q^{-1}\right) \mathbf{p}^{T}(n) \mathbf{x}(n) \\
& +A\left(n, q^{-1}\right) \nu(n)-A\left(n, q^{-1}\right) \hat{d}(n)-A\left(n, q^{-1}\right) \nu(n) \\
= & B\left(n, q^{-1}\right) \mathbf{p}^{T}(n) \mathbf{x}(n)-\hat{d}(n) \\
& -a_{1}(n) \hat{d}(n-1)-\cdots-a_{N}(n) \hat{d}(n-N) \\
= & \boldsymbol{\theta}_{c}^{T}(n) \hat{\mathbf{H}}_{c}(n)-\hat{d}(n) \\
= & \boldsymbol{\theta}_{c}^{T}(n) \hat{\mathbf{H}}_{c}(n)-\hat{\boldsymbol{\theta}}_{c}^{T}(n) \hat{\mathbf{H}}_{c}(n) \\
= & -\tilde{\boldsymbol{\theta}}_{c}^{T}(n) \hat{\mathbf{H}}_{c}(n) \tag{92}
\end{align*}
$$
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