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ABSTRACT

With the growing national dissemination of the electronic health record (EHR)
there are expectations that the public will benefit from biomedical resaadctiscovery
enabled by electronic health data. Clinical data are needed for many slizedse
conditions to meet the demands of rapidly advancing genomic and proteomic research.
Many biomedical research advancements require rapid access to clinicad dagth as
broad population coverage. A fundamental issue in the secondary use of clinical data for
scientific research is the identification of study cohorts of individuals avidisease or
medical condition of interest. The problem addressed in this work is the need for
generalized, efficient methods to identify cohorts in the EHR for use in biorhedica
research.

To approach this problem, an associative classification framework was designed
with the goal of accurate and rapid identification of cases for biomedsedneh:

(1) a set of exemplars for a given medical condition are presented to the

framework,

(2) a predictive rule set comprised of EHR attributes is generated by the

framework, and

(3) the rule set is applied to the EHR to identify additional patients that may ha

the specified condition.



Based on this functionality, the approach was termed the ‘cohort amplification’
framework.

The development and evaluation of the cohort amplification framework are the
subject of this dissertation. An overview of the framework design is presented.
Improvements to some standard associative classification methods aieediescd
validated. A qualitative evaluation of predictive rules to identify diabetes cagl a
study of the accuracy of identification of asthma cases in the EHR wamgwork-
generated prediction rules are reported. The framework demonstratedeaaodrat
reliable rules to identify diabetes and asthma cases in the EHR and codtrtbute

methods for identification of biomedical research cohorts.



“Capture everything, we’ll sort it out later.”

T. Allan Pryor, Ph.D. (1937 - 2009)
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CHAPTER 1

INTRODUCTION

Although domain experts are vital to the oversight of any disease case
identification algorithm, the translation of the clinical and health careueteo
characteristics of a phenotype to EHR data specifications can be improvedohbine
amplification framework may leverage the expert’'s time by providingmétion on the

EHR data which best distinguishes disease exemplars.

Problem Statement

The problem addressed in this work is the need for generalized and computable
methods to identify cohorts in the EHR for biomedical research. With the growing
national dissemination of the electronic health record (EHR), there are atiqresctor
enhanced secondary use of the EHR for purposes of biomedical ré'séa8cich
functionality was explicitly defined as an objective in the developing naticaradatds
for meaningful use of the EHR? Clinical data are needed for many different diseases
and conditions to meet the demands of rapidly advancing genomic and proteomic
research:® Other biomedical research to improve the general health status requires
expeditious access to clinical data as well as general coverage of thatipopul To
use the electronic health record data for research purposes, the firstaftep the

identification of study cohorts of individuals with a disease or medical condition of
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interest. Ideally, generalized criteria may be established forfidation of cohorts in
the EMR. This enables researchers to design studies that might be appliethacross
population for broad attribution of results, pooling of subjects and equitable access. The
efficiency of biomedical research is improved when cohort identification tagide
shared and can be applied directly to the EHR.

BIOINFOMED, a study group funded by the European Commission (EC)
addressed issues and challenges in correlating essential genotype iofowrtat
expressed phenotype informatibtf. They reported that genomic and proteomic data
must be integrated with electronic health record data, which can be used asexkpre
phenotype information. Further, they reported that to obtain new knowledge, the
phenotypes, genotypes and proteotypes of many patients from all over the worbgemust
combined. To make this possible, descriptions of the phenotypes must be standardized.
They proposed structured clinician entry or computerized interpretation®fcBhtent,

including free text, or a combination of methods.

Current Solutions

Validated automated logic to identify disease-based cohorts in the medioal r
in the U.S. commonly uses International Classification of Diseases, Nintbigtgvi
Clinical Modification (ICD-9-CM) codes. ICD morbidity codes have beeorded in
hospital records in the U.S. since 1944. They were originally collected feystamatic
analysis of causes of morbidity and mortality. This followed a long tradition of
international disease classification efforts begun before 1785, now foethalmer the
World Health Organization as the International Classification of Désed@€D)** ICD

is intended as a classification for clinical, general epidemiological ang health
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management purposes, while explicitly not intended for financial applicafions1983,
ICD-9-CM codes began to be used to determine reimbursement from healtlycaseipa
the inpatient setting in the United States. Consequently, ICD codes in the L&S. wer
expanded and detail added in the International Classification of DiseasésRNun$ion,
Clinical Modification (ICD-9-CM)*® Subsequently, ICD-9-CM codes were used in the
ambulatory setting to qualify the CPT procedure cBdmsbmitted for reimbursement.
ICD-9-CM based algorithms to identify disease-based cohorts have gariabl
accuracy rate5?* Federal Health Insurance Portability and Accountability Act
(HIPAA) guidelines for diagnostic coding have become complex, changekenes
per year, and require training for correct ffsén addition, the ICD-9-CM codes in the
EHR are typically bound to billing processes. This leads to consistent recontimesnda
that the use of ICD-9-CM codes to identify cohorts for biomedical reselaocidsbe
validated'” #*%°
There is a general expectation that automated algorithms to identifgedisased
cohorts can be improved by using additional EHR data rather than just ICD-@d&d c
alone. Logic to identify cohorts from clinical and administrative data ifcHie are
usually defined by domain experts and analysts based upon specification and ahalysis o
attributes in the EHR and/or billing claims data for particular diséd$esSuch
processes are often time-consuming for the experts. Such a process typ [ithemiiftype

cohorts from the EHR was described by Staffen:

Define Phenotype — Trand ate Definition to Data — Analyze Data —

— |dentify Subjects — Validate Algorithm — [repeat]



The expert’s role shifts to refinement of the machine-generated knowle tiegeding

specifying and analyzing data definitions:

Define Phenotype Exemplars
— Develop Rules Predictive of Exemplars of the Phenotype from EHR Data
— Rulerefinement

— |dentify Subjects — Validate Algorithm — [repeat]

Natural language processing (NLP) of health care providers’ frée-tex
documentation, a rich source of information in the EHR, is an active and promisang are
of research for purposes of disease case identific2ff3riThe cohort amplification
framework is complementary to NLP methods and processes in providing domain
knowledge as well as opportunities to combine coded and free-text data.

Cases might also be identified if diseases or conditions of interest were
documented by clinicians in the coded Problem List structure of the standartf BHR.
However, at this time, notation in Problem Lists is not commonly integrated into the

routine data/work flow of clinical practicé$.*!

The Cohort Amplification Framework

A novel approach to identify cohorts in the EHR for biomedical research purposes
was conceptualized, developed and evaluated. Design of the cohort amplification
framework was motivated by the need to find phenotype cohorts in the EHR for
genomics research at the University of Utah. The use case requirddrititécation of
many disease-related phenotypes of interest to researchers to supptrtdughput

familial clustering processéé.*® The design accommodated these needs with a set of
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software components and processes that did not require reprogramming for agase dis
or condition and required minimal domain expert input to generate classificatsrfaul
the disease. This development work resulted in a collection of original Java corsponent
and Structured Query Language (SQL) database procedures.

The general use case for the design was:

(1) A set of exemplars for a given medical condition are identified by set

known rules, such as ICD-9-CM based rules.

(2) A clinical profile (predictive rule set) is generated from the gtars’ EHR

data using the framework.

(3) The predictive rule set is applied to the entire patient population in the EHR to

identify additional patients that may have the specified condition.

Exemplars

The FW takes two exemplar cohorts — referred to as cases and corgrisiputa
The framework generically exposes patterns in the EHR data that distinguish the
exemplars with the condition of interest from exemplars without the condition. Althoug
the scope of cohort amplification supported by the framework includes anyainedic
condition for which health care services are typically sought, the term ‘diseasually
used throughout this dissertation. The condition of interest may be a syndrome or a
subtype or subgroup of a disease. Exemplars of a disease may be specifietldfy a s
known rules, such as ICD-9-CM based rules or could be a researcher’s current list of
known cases. Those without the condition are referred to as ‘controls’. The control
exemplars may be negative for the condition of interest, or they may nejpaeye

contrasting cohort such as those with less severe disease status, if tywesobtyne
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disease are compared. The size and the representativeness of the exerhpféestwil
the quality of the prediction rules that are generated. Given the large numbex of dat
elements used in the framework, both disease and control exemplar sampleastf at le

1,000 are recommended for generation of reliable rules.

EHR Data

The framework is distinguished by core candidate data attributes based on
nationally required EHR observation categories. The core data attriteredased on
requirements specified for the certification of ambulatory medical deduy the
Certification Commission for Health Information Technol8g¥his was the
certification requirement for an EHR according to Centers for Medicaviedicaid
Services (CMS) when development of the framework commenced. Subsequently, the
Health Information Technology for Economic and Clinical Health (HITECEL) #hich
was part of the American Recovery and Reinvestment Act of 2009, authorized oversight
for the national certification standards for EHR$he new standards designed for
‘meaningful use’ of the EHR also include the framework’s core data aesbtl. The
core attributes are typically populated in an EHR as a by-product of healithetiaszy
and documentation processes.

There is no technical limitation to adding disease or site-specific cohterihe
focus of this research is standardized content for generalized application.t ©he lis
candidate data attributes are easily modified in one component using SQLigoy des
Data observation categories used in the framework for this research are:

e Diagnosis and procedure codes (ICD-9-CM codes)

e Provider and ambulatory clinic procedure codes (CPT cdfes)



e Provider specialty (local codes)

e Lab observations (CPT codes)

e Lab observations with results coded as ‘Abnormal’

e Imaging procedures (CPT codes)

e Medication list (FirstDataBank pharmacologic/chemical groups armédients{®
e Age > 64 (true)

e Female gender (true)

Support for attribute concept hierarchies was developed in order to address
varying layers of granularity in native EHR data. Attributes from th& BHservations
may be mapped to concepts at higher levels of abstraction. The frameworkiogds a s
map of subsumption (‘Apple is a Fruit’) relations from an EHR attribute to &hah
subsuming concept. This functionality was treated at a very basic level in@rder
generate reasonable rules, given the degree of data granularity erembdotang
development. Semantic ontologies are the state-of-the-art knowledgeenny
solutions to the variable granularity and relatedness of many concepts megudse
native EHR data. Such comprehensive ontologies are highly valued as informatics
infrastructure for many applications. They were out of the scope of thewakne
development reported. The framework development did prove the need for a semantic
ontology in order to derive useful association rules directly from the EHR.

Given the possible candidate attributes per the national certification standa
iterative and detailed analysis of the EHR data content available in tlyessttidg was
conducted. Potential candidate data were analyzed for availability, congisfeality

and usefulness. Analysis included descriptive statistics and interaction taith da
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stewards and domain experts. An approach to combine data across dimensions for
presentation to the classification algorithm as a unified data set wasngadl. The

resulting methods were generalizable to many different categoriesFolgtad but
represented the data at a very high level of abstraction. This enabled a ceet dath
methods that could accommodate multiple diseases or conditions and that could be used
in any EHR setting. The design was modular and extensible to allow future

enhancements.

Predictive Rule Set
Initially, proven associative classification methods were used to gertezate t
predictive rule set™*° During development, rule sets were generated and evaluated
repeatedly from different random samples. Rule sets were not as raiatdsired.
Innovative methods to improve the generality of rule sets were developed. These
improved the reliability. The development and research reported in the subsequent

chapters focuses on the generation and testing of predictive rules sets.

Development/Research Setting

The cohort amplification framework was developed using data from a large,
integrated health care delivery organization with a mature enterpiige-ngitudinal
EHR. The Intermountain Healthcare Enterprise Data Warehouse (EDW) putovele
EHR data for secondary use that enabled this work. The EMR data of adult patients who
visited an Intermountain Medical Group (IMG) central region FamilgtiRra or Internal
Medicine clinic at least once in 2005-2006 atdeast once in 2007-2008 provided the

target population for development and evaluation. This provided 106,250 eligible
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patients. Adult primary cat&patients were chosen for the target population as Family
Practice and Internal Medicine were visited by patients with a broadsmeat
conditions, and primary care was more frequently visited (~65% of adult patients in
2008) than any other IMG specialty among patients with diabetes and asthmaryPri
care comprised 47% of all IMG adult ambulatory visits in 2008.

The required 2005-2006 visit was a ‘diagnosis period’ for the study. The required
2007-2008 visit was the ‘data mining period’ for the study. Two-year periods were used
as this was the duration for many validated ICD-9-CM based algorithms tdyident
diabetes or asthma. A minimum of one visit in each of the study periods was required to
provide a minimal amount of continuity of data. This requirement did not appear to
create a biased study population. The average age and number of ambulatoryavisits/ye
were similar to the averages for Intermountain Healthcare ambubdatyvisitors.

Disease exemplars were identified from the coded Problem List dbang t
diagnosis period. Using cases with previously documented disease, the alassific
rules were trained on their data in 2007-2008, the data mining period. Use of the
Problem List has been integrated into the workflow in the central region |IMGuyr
care setting. About 65% of all eligible patients have a coded Problem LisPrdbiem
List was selected to identify disease exemplars because it includes bethspatio
present for treatment of the study disease, who are generally assigQdaasCM
code, and those who present for other problems, in which case the study disease may not
be assigned an ICD-9-CM code. The goal was to predict disease statubessgaf

whether treatment was sought for that disease in the surveyed time period.
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The disease-negative or control exemplars were generated from a ranaole sa
of all 106,250 eligible patients that had emdence of the study disease by ICD-9-CM
codes during the five-year period: 2003-2008 and no codes for the disease in the
Problem List. The controls were not matched to cases on other demographic or risk
factors because the prediction rules need to distinguish the cases from anotmey all
patients in the EHR. Expected associations, such as a higher average agdiabsieg
cases, are absorbed into the associative classification rules-gempratiesses.

IRB approval was granted for this research from both the University of Utah and

Intermountain Healthcare. The cohort amplification framework requires naciawte

health information.

Organization of the Manuscript

Associative classification was the approach used to develop prediction rules to
identify new cases. Associative classification is described in ChaptethZmwphasis
on specific aspects relevant to this work. An overview of the functional procegbes of
cohort amplification framework and an evaluation of prediction rules generated for
diabetes are presented in Chapter 3. Rules generated to identify diabetas metk
compared qualitatively to EHR-based rules published from other settings. @&$§le rul
accuracy was evaluated on test data. Chapter 3 was previously published. The
development of rules to identify asthma, including original enhancements to the gtandar
associative classification methods, is described in Chapter 4. Rule setsifp ident
asthma, generated by the both the standard and the improved methods, are compared on

accuracy and generality. A comparative study of the accuracy of fraleeoerated
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rules to identify asthma cases in the EHR is reported in Chapter 5. Chapter 6 @ntains

summary discussion of this research.
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CHAPTER 2

ASSOCIATIVE CLASSIFICATION

Associative classification (AC) is a data mining approach that usesasio b
strategies. One is the deterministic and exhaustive generation ob#iesatiles
between a predetermined outcome attribute and all other attributes, indivahdlly
combined, in a data set of training cases. Associations are co-occuokattabutes
within the same case. Exhaustive meansdathatssociations are considered. The other
strategy is classification, a general machine-learning task to asgign@status to cases
in the target population based on patterns generated from training data with known group
membership. Algorithms for classification — ‘classifiers’ - maybeerated by many
diverse methods including decision trees, Bayesian networks, statisticasmoaehl
networks, support vector machines, covering rules, associative classifjeatd
others™? In associative classification, the classifier is generated bygbmtis selection
of a concise, general and accurate predictive subset of association ruléssfrom
exhaustive set of associations.

Data mining is one of the activities in the process of discovering knowlealge fr
the large stores of data in databases. Fayyad et al. defined knowledgergisom
databases (KDD) as the “nontrivial process of identifying valid, novel, potgnissful,

and ultimately understandable patterns in dat&DD has evolved from several fields
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including machine learning, databases, statistics, artificial ireeltig, high performance
computing, and data visualization. KDD has a unique goal within all of these, to find
understandable patterns in the data that yield useful or interesting knowldugsteps
in the KDD paradigm are:

e Develop an understanding of the problem.

e Develop an understanding of the data.

e Prepare the data.

e Apply data mining methods.

e Evaluate and apply the discovered knowledge.

The data mining and evaluation stages may cycle back for a deeper undegstandi
of the problem or the dafaPractically, the process is re-entered at any of the steps and
flows downward. The steps are a ‘best practice’ model. Each is criticalddtavhile
project, but knowledge engineers accomplish them with different emphasis dudisiet
KDD is not a scientific method. It does not necessarily involve a speggmtiesis
about the pattern-discovery outcomes, although it is purposed toward generating
hypotheses for further scientific study. Rather, KDD is a disciplined agpevata
collection of proven methods to provide useful knowledge from existing data
repositories.

Han and Kambémescribe data mining as an evolution of the powerful databases
that have become pervasive in the last decades. Powerful computers and advanced
services for data analysis, coupled with volumes of data collected and storedasesta

led to increased interest in machine learning and pattern recognition. Theedata
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available for mining for golden nuggets of new knowledge and useful information. They
elaborated on the steps of KDD above:
e Preparation of the data includes
o Gathering data from multiple sources.
o Removal of outliers and inconsistent data.
0 Attribute selection and transformation.
o Input to the data mining programs.
e Application of data mining methods includes
0 Selection of methods and algorithms.
= More than one method may be applied on the same data.
e Evaluation of the knowledge includes
0 Presentation of results to the users
= Visualization techniques.
= Knowledge representation techniques.

Witten and Frankdescribed data mining as the search, discovery, and expression
of patterns in the data. The data come from databases and are usually largs.data se
The processes to find patterns are automated or semiautomated with computers. The
patterns discovered should be meaningful or useful. They should help us understand the
data and/or make predictions from them. They elaborated the KDD steps further:

e Preparation of the data includes explicit handling of missing values in thedyaini
data. Most data mining methods function under the assumption that missing
values are random. If missing values are correlated with other data, agigropri

assumptions should be accommodated in the preprocessing. Interestingly, they
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give an example of missing medical tests as highly correlated witlsdisence
doctors do not order them if they were not related. They comment that the
nonexistence of a test may be as predictive as the actual values. Tiiadoves
results reported in this research.
e Evaluation of the knowledge includes a broad array of methods. Data mining
algorithms and their specific result are a ‘theory’ over the trainirey dad thus
evaluation may take a philosophical tone. The entire KDD process must
essentially be evaluated in context. The normative method for evaluation of
classifiers is validation of the results on repeated random samples @fitivegtr
and test data with descriptive and statistical measures of the acclrasylts.
The selection of the training data is an important aspect of the evaluation of
knowledge gained in KDD. The larger the number of training cases, the more the
reliability of results might be assumed. However, generalization oétudts to a wider
population depends upon the cases that were used for training. The selection of the
training cases was noted as a critical step in machine ledrietgction of training data
is often a pragmatic choice, given domain-specific issues in accigsibdata.
Competitor businesses may not agree to pool their data so training may desgrirgeon!|
company’s experience. In health care, training data may be limited to one provider
organization due to data security and privacy concerns. Even within one health care
organization, there are stringent policies for protection of medical recordshsitithet
process of obtaining access to data is a significant additional proceSs step.

There are many categorizations of data mining methods. They can dgarizat:

by the purpose of the knowledge that is sought: one purpose is classificatien.
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purpose of classification is to assign a ‘case’, the object to be classifeedroup, using
the available data that describes the case. Most classification data méathmags
generate a ‘classifier’ from training data that has an explicit gldabpl’. The group
label is called a ‘class’. This is called ‘supervised’ machine learrtimg classifier was
trained on data where the class was previously assigned. The purpose of ther ctassi
to ‘classify’ a new case, in which the class is not known from the data. Classg#e
many different algorithms to perform classification. They may be caisgbiiy their
approach to generating a classifier (Bayesian network, decision tred, mewark, and
others), and further categorized on different algorithms employed tolg@nghge the
data, render a classifier and apply the classifier to a new casecidiisgoclassification
is one type of approach, which is implemented using various algorithms.
Associative classification (AC) may also be called classiindty association,
classification association rule mining, and other derivative terms. lalsaslescribed
as affinity analysi$. The concept was first described by Bay&mma “brute-force
technique for mining classification rules from large data sets.” He intrddbeadea of
association rules between a predetermined class attribute and all vibetestas
classifiers. It was called ‘brute force’ because of the exhaustiwrajem of
associations. However, Liu et’sre usually credited with the introduction of a more
proper associative classification algorithm because they also usedissdb select the
rulesmost likely to be predictive from all the association rules. The exhaustive set of
associations captures the patterns that are unique to the training data, knowreag$ois

well as those more generally representative of a larger target population.
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To generate classification rules from association rules, there must be a
‘hypothesis’ for the selection of general rules over rules more specifie toaining
sample. Classification rule discovery is an inductive task, predictive aftilme f
whereas association rule discovery is a deductive task, descriptive of thet{ff€Ehe
main strengths of AC are the global view of all associations in the trainiaguddithe
use of combined attributes for pattern discovery. The main weakness is theigemnérat
a large number of associations, which reflect the noise in the training de¢dl as the
reliable associations.

Thabtaft* described the steps in associative classification as:

(1) Discovery of associations among the training data attributes.

(2) Generation of association rules between the class and other attributes.

(3) Ranking and pruning of weak rules to form a classifier.

(4) Prediction on test data and evaluation of the classifier’'s accuracy.

In this chapter, an overview of association rule mining using the Apriori
algorithm (steps 1 and 2 above) is presented. Improved methods for constraining and
pruning association rules to form useful classifiers are an ongoing topic ptiteam
science research. A novel pruning approach was developed in this researcfor&,here
the background on associative rule classifiers (steps 3 and 4 above) are covened in m
detail. Concept hierarchies in association rule mining and applications ofatisgoci
classification in biomedical research are summarized.

A small example data set was created (Table 2.1) to clarify the telchnica
explanations in this chapter. The data set will be referred to as the ‘Dixeasetion’

data.
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Association Rule Mining

The foundational methodology of association rule mining (ARM) was first
described by Agarwal et &. Their approach was seminal in tlaltassociations were
measured between the attributes in a data set, configuring each individbateatts a
rule consequent and all remaining attributes as a candidate for union in the rule

antecedent:

Given the rule, ‘If A, then C'; ‘A’ is the antecedent, and

‘C’ is the consequent.

The problem domain was retail sales, and the objective was to discover
purchasing patterns and express them as association rules. The rulesorgredias
gualitative and deductive, as opposed to quantitative methods. Quantitative methods
generate predictive models using an inductive approach. The methods vary greatly i
their approaches to pattern finding, i.e., statistical regression analysisleancli
geometry, and Bayesian probabilities. Generally, they sequentiallggsrtire training
data to build and test a predictive pattern that best fits the data. In distinctignfiddR
and reports all patterns found in the training data. The ARM approach was tatgeted a
uncontrolled setting, where many interdependencies coexist in the data.nDomai
knowledge was not a requirement to deduce the patterns, but may certainly bel tequire
interpret and refine them for prediction.

The fundamentals of ARM were established. The attributes in the model were
called ‘items’, and the combination association of items, ‘itemsets’. The itemsets of

interest were limited to those that occurred frequently in the training dat&tse user
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would specify the minimum frequency of interest. In the Disease Predicti(Tadle
2.1), if a minimum frequency of occurrence over all training cases was spasfiN%,
then all of the attributes are ‘frequent’ items. The frequent 2-itemétsmase ‘DrugA &
TestC’, ‘DrugA & Class.PosDisease’, and ‘TestC & Class.PosBesed here is only

one frequent 3-item itemset: ‘DrugA & TestC & Class.PosDised3ate all of the
frequent itemsets are found, the rules are formed. In association minimgga#rit

items in an itemset are permuted as the antecedents or consequents of rulake ‘The r
DrugA & TestC, then Class.PosDisease’ would be one of the rules generétadesA

are then evaluated by a user-specified threshold for a measure of prethgion:
likelihood that the rule consequent occurred, given that the rule antecedent occurred.
Since the rule consequent occurred in 30% of the cases and the antecedent occurred in
40%, the likelihood is 75%. These are the basic pattern-discovery methods for
association rule mining.

In a subsequent paper, the Apriori algorithm was desctibathe algorithm
accomplished the same objectives for ARM as described but improved the computing
efficiency. ARM, without constraints and smart computer programming #ilgaj is of
exponential complexity in the number of attributes. Much of the computer science
literature on ARM deals with more efficient computing techniques. The sihe of t
solution space is significant for its computing requirements as well aggeenkamber of
association rules that may be generated. Recall that one of the goalsroiriadas
understandable rules. The authors of Apriori acknowledged that ‘application-dependent’

constraints are necessary features of an association rule discastery.sy
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The Apriori ARM algorithm can be constrained to one specified attribute as the
consequent of all rules. In this case, all other attributes are candidates tbdaule
antecedent. For simplicity, assume that each attribute represemsaant thus its
value exists or it does not exist. Only the attributes that exist are populatediatahe
This was the representation of retail purchase data used in the presenttteAmiori
algorithm. The Disease Prediction data (Table 2.1) also use this repiiesem&sume
that the desired minimum frequency of interest is ‘n’, and the desired precistunrofe
given the antecedent is ‘m’. Apriori scans the data set, counts all attrilcuteences,
and enumerates those attributes that occur among n% of the records. These are the
frequent items. The next step is to find frequent two-item itemsets. Oglefreitems
can possibly combine to form frequent two-item itemsets. The combined iteanset c
occur more frequently than any one of its members. The two-item itemsetsrdni@aed
into frequent three-item itemsets and this process repeats until therenaoeenivequent
itemsets. After all frequent itemsets have been enumerated, the candemtre
formed from the one specified consequent attribute and all other membersexfutnt
itemsets as the antecedents. All such frequent rules are then reduced tonthdiebt
the precision of the rule is greater than or equal to ‘m’.

The publication of the Apriori algorithm concluded with the need for two
extensions: support for concept taxonomies and handling of discrete and continuous
attributes. Current applications of ARM generally support discrete atgibute
Continuous attributes must be discretized. The values of discrete attrileutes ar
considered as the items to be associated. Other methods to perform assotgation r

mining have been developed subsequent to its introduction with the Apriori algorithm.
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They mainly address improvements to computing complexity but may also include
alternate methods to evaluate the precision of rules. ARM, by definition, is an texdhaus

data scan for associations, given a frequent itemset threshold.

Association Rule Classifiers

Associative classification is a specialization of association rulexghamd one of
the data mining approaches used to generate classifiers. ®iezented a thorough
discussion of the additional requirements for association rules to be considered as
classifiers. The Disease Prediction data (Table 2.1) show an att@iags’ with the
values ‘PosDisease’ and ‘NegDisease’. AC must be constrained to thiyiclgss
attribute as the only rule consequent, in order to form rules predictive for the clas
Another requirement is that the accuracy of the classification rules mustlbategan
test data. The more important differences are theoretical. The tasksificddion is
inductive and nondeterministic. A classification hypothesis is generatadifaining
data, and its predictive success is estimated on test data. Two major proidemgLar
Overfitting or underfitting the classification hypothesis to the trainirig aa main
concern in classification. ARM generates all rules, given constraies the training
data. (2) All classifiers have an inductive bias: explicit or impliciedgatthat influence
the classifier to favor one hypothesis over another. The methods and the configuration of
the classifier form the bias for one hypothesis to be preferred over anothitrer Fine
bias is known to be domain-dependent: the classification methods must interact with a
specific data set to form a classifier. ARM is deductive and determinBtth
problems are addressed in AC by various constraints, pruning methods (algorithmic

identification and elimination of weaker rules), and use of class-speeffratibns of
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frequency for the selection of frequent itemsets. AC cannot be constrachpduaed
for overfitting/underfitting avoidance or inductive bias in a general set d¢fadstto suit
all domains and data sets. However, such tuning can be customized for unique domains.
The Pruning Methods section of this chapter presents general and domain-focused
pruning methods used in health care data.

AC has been shown to perform as well as or better than decision trees, rule
induction methods, and the naive Bayes classifier on benchmark classificticetsa
1420 The potential advantages of association classification over other classitier

e AC discovery is global: all interesting association rules are discovedethen
pruned to a more concise and general set.

e Combinations (union) of attributes are used for pattern discovery.

¢ AC was designed for application in noisy, highly dimensional and interdependent
data such as the operational transactions of an enterprise.

e Multiple hierarchical concept levels (taxonomies) can be mined for paiterns
mixed or matched models.

e Missing values can be configured to participate in the discovered associations or
not, at the discretion of a domain expert. If included, missing items partigipate
associations in the same way as a nonmissing item.

e Generated rules are understandable to users.

0 Rules are independent and can be modified by users or joined with other

rule sets.
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0 Rules are amenable to interpretation as queries against the database mined,
being “if-then” statements over arguments that represent attributes in t
database.
AC has attracted researchers in the data mining and machine learning

communities since it was first described in 1998. There were 66 academictpuigica

on ‘associative classification’ in Scogtior 2008-2009, which was higher than the

previous two years at 42. PubMédnly listed 4 publications, all in recent years, but

listed 83 publications on association mining since 2001. The keyword “data mining”

was added to the Medical Subject Headings (M&5iH)2010, which suggests the

growth of data mining research, in general, in the health care field.

Interestingness Metrics

‘Interestingness’ is a key data mining term. In classification, tpethesis is
guided and evaluated by a method’s interestingness metrics and theolttsegh
specified for the application. Many statistical, mathematical and hieun®restingness
metrics have been used in data mining. Interestingness has at leasiténpeetations.
One is the objective thresholds and parameters that are used to configursimitigta
algorithm. Many, if not most, algorithms include user-specified parantasgtrbound
the algorithm’s functionality. For example, a statistical Type 1 énreshold is
common in algorithms that use statistical comparisons over the mined dataMIirtheR
frequency and precision thresholds for rule generation are examples. Theke are al
considered ‘interestingness’ metrics because they constrain thehatgsniesults to
those perceived as useful by the user. A second interpretation is the critgria use

evaluate classification results. In health care applications, the géynsitid specificity
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of a classifier may be used to compare two classifiers. A third interpretatihe

subjective concept of true interestingness of the knowledge generate@. nfdtess or
outcomes depend upon the goals of the consumers of the knowleddeata mining is

an engineering task and not a scientific method. Interestingness is ad &pheind

has been used somewhat ambiguously, although it is fundamentally an expression of the
heuristic bias or merit of a data mining approach. In the following reviewstolge
interestingness metrics used in association rule mining and assodadsiication will

be explored.

Geng and Hamiltdfi surveyed interesting metrics for data mining and
synthesized them into five objective criteria: conciseness, generaleyacmsy
reliability, peculiarity, and diversity. The first three are common $o@ative
classification and germane to this research. Concise rules are valuahlsebtbey are
more understandable to domain experts who may subjectively evaluate antheefine
classifier?” Webb and Braiff provided rigorous proof for the preference of a more
general rule to a more specific one, given all other evidence was equedra3eles and
concise rules are intuitively related. A more general rule covers afdhe training
cases than a less general rule, since that is what defines a ‘gareraConcise rules
are the smallest set of rules that, together, achieve the best acoutasy data.
Therefore, assuming all other effects are equal, a set of moragenes should be a
smaller or more concise set than a set of less general rules. Relialiigyaccuracy of
a set of rules that form a classifier. Measures of accuracy in AC commohide

‘confidence’, a term that was described above by the synonymous ternsigmétn
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constrain and rank the rules. There are also measures of the predictiveyagftirac

classifier on test data.

Measures of Generality

To generate prediction rules from the association rules, the most con@ge se
rules without loss of accuracy is desirable. General rules are more cengvehand
cover more of the dataset. Assuming general rules comprise the concis¢sruteese
metrics for measuring generality will be addressed. The most commealyneasure of
generality in AC is the concept of ‘support’. Support is a statistical meastive of
frequency or likelihood of the occurrence of a rule. The concept of frequenttéeamse
the Apriori algorithm uses a minimum support threshold to define ‘frequent’. As
presented in the Association Rule Mining section, the minimum frequency of oceurrenc
specified by the user forms a lower bound on the attributes and rules that will be
considered ‘interesting’. This is a constraint used to guide the generation of an
associative classifier. Assuming the rule antecedent is ‘A’ and the consex|(&,

then
support (A— C) = support (AU C)= count (A&C)/
count (training cases)
support (DrugB— Class.PosDisease) = 2/10= 20%

(from Table 2.1)

Support is used to define the minimum threshold to allow large itemsets to

participate in ARM, and is used in AC to rank rules. Gu &tiatroduced a
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specialization of support for associative classification in the health marermment.

When mining health care data to classify a specific disease, the nondiseasatiqrojsul
usually greater so class sizes are often unbalanced. The common ngeesstimetrics

fail to capture many interesting rules for the rarer class. A speatiah of support was
defined to represent support for each class fairly, regardless of the sarepleSuch
adjustments were recommended in order to apply association rules to predictith tasks
and were proven to be very effective in finding useful rules for rarer sii#s3de local
support (LSUP) for each class was defined as the support for the rule for shelicdso
expresses the probability, based on the data, that the rule occurs when the gtass occ

This metric is derived by dividing the support for the rule by the support for the class

LSUP (G) = support (A~ C)/ = Probability (AU Q | G)
support (¢
LSUP (DrugB— Class.PosDisease) = 20% / 50% = 40%

(from Table 2.1)

When mining a database directly, as in the reported application, one can@djust f
the differences in prevalence of the two classes by using the local suppart met
However, most off-the-shelf association rule mining software packages usgpoets
metric and not the local support metric. In the case of a binary classifier, anathtr
approach the problem is to draw a balanced sample from the database so that the two
classes are evenly distributed. When sample sizes are large, theretatestieab
restrictions to the use of balanced random samples from unequal reference gqopulati

sizes in terms of representativeness. A colorful analogy was drawn t@itubis
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concept: a small spoonful of soup sampled from different sized pots will give the cook
the same quality of information from each, provided the soups were $tirred.
With balanced sample sizes, the local support metric is roughly twice the support

metric for each class of a binary classifier:

LSUP (G) = support (A~ C) /0.5

Thus, local support and support can be approximated from each other, given a binary

classifier.

Measures of Accuracy

Precision, or the likelihood that a rule consequent occurs given the rule antecedent
occurs, was presented in the section on Association Rule Mining. This measure of
precision is commonly called ‘confidence’ in association rule mining and asgecia
classification. Confidence is used to define a user-specified minimum threshold to
constrain the association rules that may be formed from the candidatenfridgunsets.

After all frequent itemsets are found which satisfy the support interegstagnetric,
potential rules must satisfy the confidence or precision interestingmtss. m

Confidence is also used in the pruning processes as explained in the Pruning Methods
section. In AC, confidence is a measure of the likelihood (the probability based on the
given data) of a particular class occurring as the rule consequent, givefethe
antecedent. This metric is derived by dividing the support for the rule by the support f
the rule antecedent. The rule consequents, by definition in AC, are assigtoramasof

the class outcomes. The rule antecedents may occur in any or all class sutcome
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confidence (A— GC) = support (A~ C) /

support (A) = Probability((A UG A)
confidence (DrugB- Class.PosDisease) = 20% /30% = 67%

(from Table 2.1)

Gu et af? also introduced a specialization of confidence for situations where
class sizes are unbalanced. Confidence is weakened for a rarer classbpgybrt (A)’
term in the denominator above. If the larger class is represented 10:1 faase asi
10% prevalence, then ‘support (A)’ has 10:1 counts for the antecedent favoring the larger
class of a binary classifier. As the ratio of larger class to raass grows, it can be seen
the denominator in the formula above grows and thus confidence dect@ases. The
exclusiveness (EXCL) metric was defined and proven to normalize the confidetrae

for each class fairly. It was defined for the binary classifier@gas:

Exclusiveness (= LSUP (A— G)/

LSUP (A— G;) + LSUP (A— C)

Just as most off-the-shelf association rule mining software packagésguse
support metric rather than local support, they use confidence and not exclusiveness. In
the case of the binary classifier and balanced class sizes, confiderelasd/eness
for a rule are equal. Referring to the conversion formula from local support to support

when sample sizes are balanced given above:

LSUP (G) = support (A— C) /0.5

Inversely: support (A> C) = (.5) LSUP (Q
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confidence (g exclusiveness (L

= (5)(LSUP{AG)/
(.5) (LSUP<AG) + (.5) LSUP (A— C)

support (A— GC) /

support-(AGC;) + support (A— Gj)

support (A— C) /

support (A)

In the denominator of the final equation, the total support for A was distributed
across the two possible rule consequents for A. Added together, they comprise the total
support for A. Thus, exclusiveness and confidence can be approximated from each other,
given a binary classifier.

Table 2.2 shows the magnitude of difference of the support versus local support
and confidence versus exclusiveness metrics for a binary classifieseate with 10%
prevalence between a hypothetical balanced versus representativarcipssg
strategy. The local support and exclusiveness are normalized and independent of the
underlying prevalence in a representative sample. The support and confidence are
affected by the differences in prevalence in the representative saniiegg. The
framework used balanced sample sizes to approximate the local support and
exclusiveness from support and confidence metrics.

Measures of predictive accuracy in association classification asanthe as those
used for many other classifiers. The results of classification are commewied in a

132

‘confusion matrix’; as described in Table 2.3. Further, the confusion matrix may be

repeated multiple times on separate random samples of the mined data, usiegt differ
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cases for the training and test sets for each run. With repeated samesuthey
metrics can be evaluated statistically. This evaluation approach & ciadks-
validation? The metrics used in this research to evaluate predictive accuracy are
sensitivity and specificity because these are commonly used in the healtooain.
More specifically, they were used to evaluate other classificationthlgarthat will be
compared to AC classification in this research. The sensitivity and spgatitrics are
independent of the sample proportion. Sensitivity is the proportion of the classified

population determined to lpesitive by a reference standard andclassified as positive.

Sensitivity = True Positives /

True Positives + False Negatives

Specificity is the proportion of the same classified population determined to be

negative by the same reference standard andclassified as negative.

Specificity = True Negatives /

True Negatives + False Positives

Sensitivity and specificity are inversely related in all but the two boundary
examples: all cases classified correctly or all incorrectly. Bhdemonstrated in Table
2.4. The possible outcomes that occur for positive determinations by the binafieclass
are ‘true positive’ (TP) or ‘false positive’ (FP). The possible outcoméotuar for
negative determinations by the binary classifier are ‘true negatiig’ i ‘false
negative’ (FN). The binary classifier must generate a positive or éiveega

determination for each case. Assume that initially the sensitivityas aed the
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specificity is 100%. That is, no true positives have been identified and no true negatives
have been misidentified. As cases are classified as positive, a true przsgveill

increase the sensitivity, and a false positive wiicrease the specificity. At each

positive classification determination, either the sensitivity or the sggcimetric is

affected in the opposite direction. Once all cases are classifiedngievey will have
increased from zero, and the specificity will have decreased from 100%. Thetoeanula
TP and FP proportions are reflected in receiver operator charactdRiStr) curves,

which permit visualization of the tradeoff between the two plotted on an X-Y-axis.

Both a high sensitivity and a high specificity are desirable, in genei@hever,

depending upon the purpose of the application of a classifier and the user’s subjective
interestingness preferences, a higher sensitivity or a higherispgafay be the

preferred accuracy outcome.

Pruning Methods

Since associative classification (AC) is a specialization of asswcrale mining
(ARM), it inherits the limitations of ARM. A large number of rules are gateel since
attributes are often highly correlated and, therefore, associated. Theohiglation of
attributes follows from direct mining of operational data, which is one of the fumdaime
objectives of ARM. The global nature of rule discovery casts a net for all @btenti
interesting patterns, but many redundant rules are discovered as welsdbatiteflect
idiosyncrasies of the training data (overfitting). Therefore, it is nacgss apply
‘pruning’ methods ta&liminate (prune) redundant and weak class association rules in
order to develop a general and accurate associative classifier. aiissoniles have no

basis for preference of one set of rules over another, other than the support and
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confidence thresholds. Multiple sets of rules might predict the class eqedlliynathe

training data. Pruning methods address the rigorous ranking and selection-of class
constrained association rules in order to generate a concise, general aatkaccur
classifier.

Thabtafi* provided a recent review of the main pruning approaches used in AC.
The initial AC model, known as ‘classification by association’ (CB#)still accepted
and used as a benchmark for new AC methods. CBA was based on the Apriori algorithm
for rules discovery. Subsequently a model, known as ‘classification based onanultipl
association rules’ (CMARS was introduced. CMAR is also a classic benchmark for AC
methods. CMAR uses a different strategy for rules discovery, accommodatieg$
its pruning methods earlier in that step. Accuracy using CMAR was shown to be

equivalent to CBA.

CBA Pruning Methods

CBA uses thelatabase coverage method. More than one rule may cover the
same case to be classified. The rules discovered by association ruleangniagked in
order of confidence, then support. Processing the rules in ranked order, the tasemg c
that meet the rule are removed from further consideration by a subsequent rule. If no
case meets a rule, the rule is pruned. This continues until all training cesdxba
covered or all rules were tested. Cases left uncovered are assigneddeghéth the
highest frequency in the training data. The database coverage method sealst the m
accurate rules, by rank, and eliminates less accurate rules that cos@mtheases.

An optional method ipessimistic error pruning, originally defined for decision

trees. The method assesses if the error rate for the majority céaseds in the tree is
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less or equal to the classification error of its branch nodes. If so, the branch node is
pruned. This method has not been implemented in AC as popularly as a similar method,
redundancy pruning, described below. They both compare the gain in accuracy from a
parent node to a child node, and prune the child node if it does not improve accuracy. A
parent node is a more general rule than its child nodes and covers at least thessame ¢

covered by the child node’s rule.

CMAR Pruning Methods

CMAR uses theedundancy pruning method. Redundancy pruning is
implemented before the rules are ranked. Multi-attribute rules that cover ta@sam
fewer cases and do not improve the confidence of a more general rule, e.g., a subset of
the multi-attribute rule, are redundant. If rulg’‘Ras met, then rule ‘RU Ry’ is
redundant unless its confidence is greater. Ruj&J'R,’ (child rule) cannot have more
support than ‘R (parent rule). At most, it can have equal support. The redundancy
pruning method results in fewer, more general rules.

CMAR applies a chi-square test to prune rules before the rules are rahtted. |
rule antecedent and the rule consequent are not positively correlated, teepruleed.
This pruning method must be provided in the data mining software or programmed to use
with statistical tables for the significance of the chi-square scores

CMAR also uses a variation on the database coverage method in CBA. The rules
are ranked by confidence and support. The rules are tested for coverage initige trai
data in ranked order, as in CBA. The difference is that a threshold on the number of
times a case may be covered is set. A covered case can be re-coveysd tmds,

generating several potential rules that may cover one case. In sigaztien step, if all
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rules that cover a new case agree on the class, the class is assitjme igf
disagreement among the consequent among the set of classificationautevén a new
case, a normalized chi-squared test is used to assign the most accuratéhitass
pruning step was meant to overcome the problem of favoring only one most confident
rule. Other slightly less or equally accurate rules may have higher supmbthus

serve as better classifiers. The overall confidence of the rankedmdléseauser-
specified threshold on the number of rules that can cover each case will véfgdte e

on accuracy.

The pruning methods from CBA and CMAR are objective, general and effective
methods. Pruning methods may be mixed from among these and may also be combined
with other approachéd:*® New pruning approaches may be compared with one or more
of these basic8: ** Pruning may have a domain-specific rationale. The two objectives
are to remove redundant and misleading rules for the classification tasidat ha

Pruning methods often include the ranking of rules. Most AC pruning algorithms
that depend upon rule ranking use confidence (descending), support (descending) and
then cardinality (ascending). The cardinality ranking supports rules thaoaee
general. Thabtdhproposed and tested two additional rankings: the frequency
(descending) of the rule consequent, then precedence of the antecedent iminige tra
data. These slightly improved the average accuracy on highly dense datasets. R
preference affects the accuracy of the classifier. Improvements irankieg was listed
as one of the interesting research directions in associative clagsifitat

The purposes of pruning may be accomplished by constraints on the rules

generation process. Ordonez et’ahtroduced a constraint on the number of attributes



38

that may participate in the association rule antecedent of an assodiasisiier for heart
disease. After assessment of the impacts of the constraint at sizes&amfive, they
used a limit of four attributes per rule antecedent in the rules discoverggifocehe
classifier. Because the high dimensionality in medical data resultsiy asaociations,
this constraint disabled many redundant rules from forming in the first plaise. It
straightforward to constrain the size of the large itemsets in the Adgoritam, as they
are generated in cycles of ascending size. This has the effect ofrgidiatlant rule
pruning, given that additional attributes after the specified size do not add gdcutize
model. This constraint also enables the Apriori algorithm to generate aisswce

lower support levels since the computing complexity is reduced to a small exponent.

Concept Hierarchies

Concept hierarchies have been discussed in the ARM literature since its
inception™® With the objective of ARM to discover rules in large databases direatly, th
fine granularity of data comprising an enterprise’s operational transaatighs obscure
the interesting patterns. For example, in the medical data domain, there coaldybe m
drug formulations in the same therapeutic class that might each exhibsivéar
association patterns but may each be diluted by low support. Assume that the drug
formulations are stored in the training dataset, but they can be linked to a therapeut
class in a taxonomy. If the associations with the therapeutic class hathéhé
formulations were exposed, there may be greater support for an interestioigiien at

the therapeutic class level.
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Using the Disease Prediction data (Table 2.1), assume that DrugA and &eugB

both used to treat the disease and share the same therapeutic class. liydividwadly

interesting rule selected would be:

DrugA — Class.PosDisease confidence 4/5 = 80%, support 40%

A more interesting rule would be generated from the therapeutic classcanta

both:

DrugA or DrugB— Class.PosDisease confidence 5/6 = 83%, support 50%

Operational data are often categorized into larger concepts for arsagisis
reports in an enterprise data warehouse. A data element may belong to multiple
categories. In the drug ingredient example, there may be taxonomy of grediemts.

A formulation may belong to a therapeutic class and have one or more ingredients. The
optimal concept level is generally unknown when the rules discovery task consmence

Han and F&" “°described approaches to managing multiple concept levels in
association rule mining. Initially, Han emphasized user interaction to rekelve
complex, domain-specific concept levels. Subsequently, methods were developed to
encode the concept levels into the transaction data. The original methods waertt diffic
to accomplish technically and supported only hierarchical concepts. A transaation it
could belong to a taxonomy of concepts; like ‘chocolate milk’ is ‘2% milk’ is ‘milk’
Methods for associating the concept levels ranged from associating atedeseal at a
time to cross level associations. There was thought toward varying support and

confidence thresholds by level, and a pruning technique to recognize and disallow a rule
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to contain an item and its conceptual ancestor (‘2% milk’ and ‘milk’). The teajyolo
frontier has advanced considerably in the past decade. Current research aphuntel

in data mining includes linking of the entire knowledge discovery lifecycle to demain
specific ontologies. Two recent projects describe association mining&mantic links

to the Unified Medical Language System (UMLS) ontologies for datatsmiepattern
mining, data visualization and to provide some guidance normally provided by domain
experts'™ *? The linkage of databases to semantic networks opens up a completely new
dimension to knowledge discovery.

The data mining software package used in this work was the Waikato
Environment for Knowledge Analysis (WEKA) toolKitlt does not offer tools to
accomplish even a simple concept taxonomy linkage as described above. In tloh resea
reported in subsequent chapters, associative classification using multiplptdeneks
was implemented with a simple set of mappings from EHR-stored data to moral gene
concepts for the purpose of aggregating very granular data. Cross-Ena@afisns were
allowed. The more general concept was ranked higher and, therefore, lesk genera
concepts were pruned. The research focus was the effect of aggregations @amdsult
not the technologies used. The data mining methods and linkages to accommodate the
complex semantic relationships of stored health care data were beyond the scape of thi

research.

Applications in Biomedical Research

Longitudinal electronic health records (EHR) are a perfect sdttiragssociation
rule mining. The longitudinal EHR covers both ambulatory and hospital care. At this

time, an EHR contains records of care for a particular healthcare dedixsteym only.
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The EHR contains highly dimensional data. There are many choices of diselsse labe
treatments and diagnostic test ‘items’ attached to a patient encounter.rgenseliaof
possible ‘items’ are sparsely populated in each patient record. The patiealiyypas a
different set of ‘items’ at each encounter. There is nhoise among thesd Hathealth
care providers who assign the ‘items’ sometimes make intelligent gussset

diagnosis and treatment, and these may prove to be mistakes in terms of the&se dis
status. There are also individual and group provider biases in the ‘item’ glsnicbsas
medications prescribed for a particular indication. The patient may attendramexdlia
care facility, so there may be an incomplete record of care. Howeverjsleerich
tapestry of associated ‘items’ that describe patterns across ntamntgancounters.
Further, the ‘items’ reflect the decision making of providers, which form diimensf
interest. For example, given incomplete individual patient data, the patterresmaeye
for differences in treatments given by primary care practitioners veeaiments given

by specialists. Association rule mining describes multidimensional aggneaf@erns,
and, therefore, may provide new knowledge from sparsely populated, noisy and
incomplete electronic health records.

Researchers have applied various association rule mining approaches to an
assortment of problems using electronic health records (EHR) and secondarymam®ny
patient data repositories. McAullay efabeveloped a framework for end users to mine
the predictive attributes for adverse drug events directly from EHR datg. u$bd static
and sequential association rule methods, developing a classification model focused on
rare events. Ordonez et*developed methods for association mining over a

cardiovascular clinical database to classify heart disease. f*ateleloped an
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association rule mining method based on frequent itemsets and relative rislotveidisc
risk patterns in EHR data. They applied the method to risk of hospital admission from
the emergency department (ED) based on data routinely collected in the ED.
Mahamaneerat et &t.used ‘Domain Concept Mining’ to discover clinically meaningful
associations in the 2005 Nationwide Inpatient Sample (n = 8,000,000 admissions).
Elfangary and Attey& used association rules to discover novel patterns in an inpatient
nephrology clinical data system. They reported that the patterns weessad in a
manner that physicians could understand, and the mined rules were accepted by
nephrology specialists. Wright and Sitfigsed association rule mining to develop
content for order sets in an ambulatory computerized physician order enémy sy&ai

and Chid’ applied association rule mining to study comorbidities of attention deficit
disorder in the National Health Insurance Database of Taiwan. Thewtgheew
knowledge on developmental delay and associations with progression to other psychiatric
illnesses.

Associative classification has not been applied to the problem of generagisig rul
to identify cohorts of patients with particular conditions from secondary EHR data.
Secondary data are those collected for patient care purposes and subseceeefaly us
other legal, ethical and beneficial purpo&$’ Although the task is to classify patients
who have or have had a particular condition or disease from those who have not, this
problem and solution space are unique from the problem of predicting disease for health
care purposes. Some conceptual differences are listed below:

e |dentifying cohorts with disease Predicting disease for care

e QI, research, public health Patient care decision support



Data by-product of care processes
Enterprise data warehouse

As accurate as possible
Validation of cohort prediction
Accept available input data
Retrospective data view
Deductive knowledge value

Target user is not a clinician
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Concurrent operational care data
EHR transaction repository
Exacting accuracy required
Validation of patient prediction
Input data desired from workflow
Concurrent data view
Inductive knowledge value

Target user is a clinician

These differences are not absolute. They are listed to point out distinctions in a
primary patient care use case and a secondary data use case foratientificdisease
status. The secondary data consumer must abide the quality of data that areeavailabl
from the care processes that have already occurred, sometimes ylears &ssociation
rule mining is well suited to the task. The data mining method will expose thenpatter
that are there. Associative classification will expose the patternsaesbwith a health
condition or disease state, provided there are representative trainingvbaseshe
disease status can be inferred. If the disease statuses were acknoatel for a large
population of patients, one might question the need to develop a classifier. That is not the
case. Patient records have not been consistently and accurately labelezhfmdis
treated, and less so for comorbidities. The current research describeslaatbe e
associative classification framework to identify cohorts of patients patticular

conditions from secondary EHR data.



Table 2.1 ‘Disease Prediction’ Data Set Example

Attributes
DrugA DrugB TestC Class
Case 1l |Yes Yes PosDisease
Case 2 |Yes Yes PosDisease
Case 3 |Yes Yes PosDisease
Case 4 Yes Yes PosDisease
Case 5 |Yes Yes PosDisease
Case 6 NegDisease
Case 7 NegDisease
Case 8 NegDisease
Case 9 |Yes Yes Yes NegDisease
Case 10 NegDisease

Table 2.2 Associative Classification Interestingness Metrics
in Representative and Balanced Class Samples

Hypothetical Disease with 10% Prevalence

Representative Sample Sizes

Rule + Rule -
Class 1 160 40 200
Class 2 90 1710 1800
250 1750 2000 2000
Support (Rule +-> Class 1) 8
LSUP (Rule + ->Class 1) 80
Confidence (Rule + -> Class 1) 64
EXCL (Rule + ->Class 1) 94
Balanced Sample Sizes
Rule + Rule -
Class 1 800 200 1000
Class 2 50 950 1000
850 1150 2000 2000
Support (Rule +-> Class 1) 40
LSUP (Rule + ->Class 1) 80
Confidence (Rule + -> Class 1) 94
EXCL (Rule + ->Class 1) 94
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Table 2.3 Confusion Matrix: Classification Accuracy Metrics

Reference Standard

Pos Neg
Positive
Pos True False Predictive
Classification Positive Positive Value TP/
Algorithm (PPV) TP+FP
Ne False True
g Negative |Negative
Sensitivity  Specificity
TP/TP+N__ TN/ TN+FP
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Table 2.4 Derivation of Sensitivity and Specificity Metrics

Classifi-
cation Cumulative Cumulative
Case # Result TP Count [Sensitivity [FP Count |Specificity
0% 1009
1 TP 1 12.5
2 FP 1 87.5
3 TN
4 TP y, 25.0
5 FN
6 TP 3 37.5
7 TN
8 TN
9 FP 2 75
10 TN
11 TP 4 50.0
12 TN
13 TP g 62.5
14 FP 3 62.5
15 TP 6 75.0
16 TN
Referencsg
Standard CumTP
Positive | (TP + FN 8 Sensitivity| Count / 8 75.0%
Reference
Standard 1-(Cum FF
Negative | (TN + FP) 8 Specificity|Count / 8) 62.5%
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Abstract

With the growing national dissemination of the &lesic health record (EHR), there are
expectations that algorithms to identify diseasselbacohorts for health services research will be
deployable across health care organizations. Taweat goal, a novel associative classification
framework was designed to generate prediction rtdeglentify cases similar to the exemplar
cases on which it was trained. It processes exador any medical condition without
modification. The framework is distinguished byeeandidate data attributes based on common
EHR observation categories, application of assweiatlassification methods to cull disease-
specific attributes and predictive rules from tloeecattributes, and support for attribute concept
hierarchies to manage the various layers of graitylan native EHR data. The framework
processes and an evaluation of prediction ruleseng¢éed to identify diabetes mellitus are
presented.

Introduction

Functionality to identify disease-based cohorts lasn explicitly defined as an objective in the
developing national standards for meaningful ust@fEHR® A framework (FW) was developed
to generate prediction rules to identify researohocts for various medical conditions using a
generalized approach from coded EHR content. Bmeigl use case for the design was: (1) a
set of exemplars for a given medical conditionidemntified, (2) a clinical profile (predictive rule
set) is generated from the exemplars’ EHR datagusia FW, and (3) the rules are applied to the
entire patient population in the EHR to identifyddgbnal patients with the specified condition.
Since the objective was to identify new cases basedata patterns of known cases, it was called
a ‘cohort amplification’ framework.

Background

Algorithms have been developed from EHR data, oicg standard diagnosis and procedure
codes, to identify disease cohorts for researctypical process was described by Starferfl)
define a cohort by clinical characteristics, (Znslate to EHR data, (3) analyze the data, (4)
identify subjects, (5) validate the algorithm, &6 iterate. The FW may leverage the experts’
time by providing information on EHR data contemdadistinguishing features among cohort
exemplars early in the process: (1) define chariaties, (2)identify exemplars of the cohort, (3)
expose EHR data availability and predictive value for exemplars, and then formulate an algorithm,
validate and iterate.

Natural language processing (NLP) of free-text mlew documentation, a rich source of
information in the EHR, is an active and promisarga of research for purposes of disease case
identification®.. The FW complements NLP efforts with domain knexge and an opportunity

to combine evidence.

The FW was developed from data in a large, integrdiealth care delivery organization with a
mature enterprise-wide, longitudinal EHR. The imteuntain Healthcare Enterprise Data
Warehouse provided the EHR data for secondary heteenabled development. Three diseases
were selected for the focus of development: d&bebellitus (DM), asthma, and clinical
depression. These diseases are significant hpatthlems and have established health care
guidelines, which provided a source of domain krealgke for development and testing of the FW.
IRB approval was granted for this research fromhkbe University of Utah and Intermountain
Healthcare. Study data contained no protectedhidibrmation.
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Methods
1. Description of the Cohort Amplification Framewak

The cohort amplification FW was designed to meetube case depicted above the dashed line in
Figure 1. The processes and their implementatitifaets are depicted below the dashed line.
Each process is described below:

EHR attribute selection

The basis of the candidate attribute categories coaed attributes defined by a national EHR
certification organization as content requiremefas ambulatory EHRS? There were no
technical limitations to adding disease or siteecéfic content, but the FW focus was standardized
content for generalized application. Data usethénFW included diagnosis and procedure codes,
provider and ambulatory clinic procedure codesniadl lab tests performed, lab tests coded as
abnormal, imaging procedures performed, medicationhe EHR Medication List, and other
demographic and encounter features. Exemplar rjadigributes were populated once for each
unique coded observation that occurred. Continughservations were discretized as binary
attributes: ‘age > 47 = true.” There was no trestt for missing values. Attributes represented
data that were populated in the EHR. An implititiaute was the ‘class’ designation, which was
generated from the exemplar lists, e.g., case otrao A class attribute is a fundamental of
associative classification, serving as the consapfeall rules.
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Figure 1 — Cohort Amplification Framework

Attributes from the EHR observations were mappeddncepts at higher levels of abstraction.
The FW used a simple map of ‘is-a’ relations fromEHR attribute to a list of abstract concepts.
When an attribute was instanced, all mapped cosaggte also instanced. For example, URINE
MICROALBUMIN and SERUM ALBUMIN were mapped to ALBUNN. The FW considered
all three as attributes to generate predictioesrfiom cross-level associatidfis.

The initial step in associative classification vegplied to all EHR and derived attributes. A Java
component developed for the FW was used. A datacaetaining attributes at a specified
frequency of occurrence among disease cases westanaed to the data mining software.

Associative classification mining in the Waikato Enironment for Knowledge Analysis

The next step was to use the Waikato EnvironmenKfmwledge Analysis (WEKA) toolkit for
association mining> The Apriori algorithm constrained to the classilaite consequent was
used?” Thabtaf’ described the steps in associative classificaid€) as discovery of
associations among the training attributes, geiogratf rules associating other attributes with the
class attribute, ranking and pruning rules to famredictive rule set, and testing it on unseen
data. WEKA Apriori was used for discovery and gatien of the class association rules. The
single attribute rules input from the EHR were stld according to standard AC interestingness
metrics specialized for this application. In AGetmost common measures of interestingness are



54

‘support’ — the frequency of a rule in the data seaind ‘confidence’ — the likelihood of a
particular class occurring, given the rule. Thesetrics only describe the training data from
which they were generated.

In the FW, ‘local support’ for the disease clasS(IP), rather than support, was used. This is the
frequency of the rule (a single attribute or a coration) among the disease case exemplars. For
example, if 82% of DM exemplars have the attribétbnormal_HbAlc’, the LSUP is 82. A
specialization of confidence was used: ‘excluségmy’ Exclusiveness of the disease class
(EXCL) is its local support divided by the sum dafth the disease and the control classes’ local
support. For example, if the LSUP of ‘Abnormal_HlmAamong control exemplars is 0.6, then
the EXCL is 82/(82+0.6) = 99 (expressed as a péage’®

The WEKA Apriori association program was modified tise a variable threshold on the
maximum number of attributes combined in a ruleeaetient. Exponential combinations of
attributes can accrue, if unboundédAntecedents with three or more attributes didawsttribute

to predictive accuracy in testing of configuratchoices for the DM data presented. Constraining
the number of attributes per rule also enabled Apeori algorithm to run in the available
processor memory (16 Gb.) at the desired minimuppati threshold (2.5%).

Prune weak rules

The next step was to prune weak rules. Associatibeés must be pruned (generalized) for
prediction purposes. The most concise set of niig®ut loss of accuracy is desiraBife Three
pruning methods were implemented in Java compongsityg) the interesting attribute sets and
metrics from WEKA. Redundant rule prunfignd database coverage prufiingere performed.
An additional pruning method was developed to imprthe generality of rules in this EHR data
setting. The methods are not detailed in thisdear. Functionally, configuration choices in the
new pruning method were designed for specificatiom an application basis: the desired
specificity threshold for the prediction rule sbe minimal number of pruning data set cases each
rule must cover, and the minimum positive predetialue (PPV) of each rule on pruning set
cases. PPV is the proportion of case coveragbédyule to the total coverage by the rule.

The new pruning method was also designed to mamagdgple concept levels in the candidate
rules. Higher order concept levels were prefergagen two concept levels for the same attribute.
For example, a drug observation represented byharedient, ‘Insulin’, was mapped to a drug
class, ‘Antihyperglycemic.” If both presented asgge attributes in the final pruning process,
‘Insulin’ was pruned.

The final pruned rule set was executed againstparate test database. The sensitivity and
specificity of the prediction rule set on test datss calculated.

Domain knowledge

The final pruned rules should be examined for catemaoce with domain knowledge. Evaluation
of the machine-generated knowledge and iteratiorthef process steps are cornerstones of
knowledge discovery from data mining.

2. Qualitative Evaluation of the Cohort Amplification Framework

Three parameters for successful prediction rule® wefined for this evaluation: (1) accuracy on
test data, (2) consistency with domain knowledgel €8) conciseness and generality. Training
and test data were sampled from the EHR data ot adtients who visited an Intermountain
Medical Group (IMG) Family Practice (FP) or Interiedicine (IM) clinic in Salt Lake County
at least once in 2005-2006 and at least once ii7-2008. DM case exemplars were a random
sample of those with DM coded in the Problem Lisbmpto 2007. Control exemplars (CTLS)
were a random sample of those with no ProblemDMtcodes prior to 2009 and no ICD-9-CM
DM codes assigned during 2004-2008. The sampés siere 4,001 DM cases and 4,019 CTLs.
The data mining timeframe was 2007-2008.
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Four data sets for evaluation were generated inramodom, stratified, two-fold cross-validation
runs using the Knowledge Flow interface in WEKA.achk of the 8,020 patient records was
randomly assigned in each of two runs. Each falthimered ~2000 records for training data,
~1000 for pruning data, and ~1000 for test datddREattributes were selected if they had a
frequency of at least 5% among cases: there wé&i dualified attributes for the study
population. The main 3-digit ICD-9-CM code for D250) was not used.

The AC processes were configured as follows: Thimum number of attributes per rule
antecedent was 2. The Apriori minimum supportghodd was 0.025; minimum confidence 0.95.
The specificity threshold was 98, chosen becauseialtle rules were ranked below 98 in the
pruning data. Rules with pruning data set casentsod 3 and PPV < 80 were pruned. The
prediction rules generated in the pruning step weeeduated for each of the four sets.

Results

The sensitivity, specificity and their 95% confidenintervals for each set and the average are
shown in Table 1. For a common ICD-9-CM algorittamidentify DM (1 inpatient or 2 outpatient
codes/2 years), sensitivity (average = 95.8%) vigiseln than those reported in two large studies:
72% and 809> % Specificity (average = 98.8%) was the same asetheported: 98% and 99%.

SAM-

PLE [FOLD |SENS Lo Cl HiCl SPEC Lo Cl HiCl
1 1] 9546 941 96 989 981 994
1 2] 958 944 969 987 97.8 99.2
2 1] 964 951 974 980 96.9 987
2 2] 954 939 96p 995 988 99.8

AVG 95.8 98.8

Table 1 — Sensitivity and Specificity of Rule Sets
with Confidence Intervals (ClI)

The single attributes that participated in anyhaf four rule sets are shown in Table 2. These were
contrasted with single attributes from three putaib projects that described the identification of
DM cases from EHR daf4*® Other than ICD-9-CM codes, all three used elal/dadoratory
glucose assay results that were consistent wilomedtdiagnosis guidelines. One used elevated
HbAlc results, and one used both HbAlc test orderd elevated results. One used all
antihyperglycemic medications, one used all butfonetin, and one used only three classes:
metformin, insulins, and sulfonylureas (insuline@de stimulants). In contrast, the FW did not
select laboratory glucose assays but identifiedtiadé! laboratory parameters that discriminated
DM patients. Laboratory glucose assays were dan@4b6 of cases, but an abnormal value
resulted in only 19% of cases, with exclusivendssnty 87%. The blood glucose measured by
professional glucometers during office visits wasrenpredictive. Tests for blood glucose, urine
microalbumin and HbAlc were nearly as predictive their respective abnormal results.
Metformin, insulins and insulin release stimulamtsre found to be the strongest rules among
antihyperglycemics as was noted by WifRe The novel strong rule ‘Diabetic supplies (Pharm
orders)’ was formed by an aggregate concept owerakpharmacy orderables including home
glucometers, lancets, test strips, diabetic uleepgrations, and other blood monitoring supplies.
This rule identified additional DM patients beyathe lab test and medication rules in all sets.

The FW brings a new dimension to disease identifinarules with combined attributes (Table 3).

Metformin is known to generate false positives loseait may be used in pre-diabetic conditions.
However, it is the most common medication for DNlable 3 shows metformin combined with

several other attributes, as it did not form argjrenough rule alone. The combination with an
HbAlc test and with a diagnosis or medication fgslighidemia was consistent across rule sets.
Both HbAlc tests and abnormal HbAlc results werengt single attributes, but they combined

with other laboratory tests and attributes to fewen stronger rules.
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The conciseness and generality of the rules is showlable 3. Each set had 10 or 11 rules.
Eight rules (bold font) were shared in 3 or 4 seBnce each set started with ~2,000 rules after
redundancy pruning, the generality of these maefarerated rules was encouraging. The rules
can be further generalized based on the FW’s expostfipatterns in the data, coupled with
domain knowledge. For example, separate rulecsetde generated using only HbAlc tests or
abnormal HbAlc, as these two single attributes elfaat each other out in the pruning and test
data. Similarly, urine microalbumin, abnormal @imicroalbumin and blood or urine albumin
covered many of the same cases. The final stdeiRW processes, refinement and iteration, was
not implemented for this evaluation.

Category # OF
Attribute Description LSUP |EXCL |SETS
Dyslipidemia

Hmg Coa Reductase Inhibitors 72 79 3
ICD9 272 Disord lipoid metab 82 71 2
Diabetic supplies & services

Diabetic supplies (Pharm orders) 40 100 4
Antihyperglycemics

Insulin Release Stimulant 46 1p0 4
Insulin Response Enhancer 38 99 2
Insulins 31  10( 1
Metformin 64 98 4
Diabetes-related laboratory tests

Glycosylated Hemoglobin (HbA1c) 94 06 4
ABN Glycosyl Hemoglobin (HbAlc) 82 99 4
Microalbumin, Urine 81 ay D
ABN Microalbumin, Urine 62 98 1
Creatinine, Urine 78 96 2
Glucose, Glucometer (Prof) 45 05 3
ABN Glucose, Glucometer (Prof) 42 06 1
Creatinine, Blood or Urine 81 90 4
Albumin, Blood or Urine 81 a7 3
Demographic

Age >47 86 62 L

Table 2 - Single Attributes in All Rule Sets

Samplel Sample Sample Sample|

1 1 2 2

Fold1 |Fold2 Fold1 Fold2
MICROALB_URINE & HbAlc 1 1
ABN_HDbA1c & Albumin 10 1 1
Metformin & HbAlc 2 2 2 2
ABN_HDbA1c & Creatinine 3 5 6
ABN_MICROALB_URINE & HbAlc 3
Disord_lipoid_metabol & Metformin 11 3
Insulin_Releas_Stimulators 4 4 4 3
Insulin_Resp_Enhanct 9 4
Insulins 5 7 1C 6
Hmg_Coa_Reductases &
ABN_HbAlc 5
Metformin & Hmg_Coa_
Reductases 6 9 5
Metformin & Age GT 4 6
GLUC_GLUCOMETER &
ABN_HDbAlc 7 10 11
DiabSupplies_Pharmacy 8 8 7 7l
CREAT_URINE & HbAlc 8
CREAT_URINE & ABN_HbAlc 8
Metformin & Albumin 9
ABN_GLUC_GLUCOMETER &
ABN_HbAlc 9
Metformin & Creatinin 1C

Table 3 — Order of Rules in All Rules Sets
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Discussion

The cohort amplification FW offers potential for efficient generalized approach to derive cohort
identification rules from EHR data. The strengfhtlee approach is its ability to discover the
patterns in the trail of data left by health carevders, who use an incalculable amount of
professional knowledge to make diagnostic and rireat decisions. The framework indirectly
taps into that knowledge. For diseases and comditiwith less organized or shared care
guidelines, the trail may not be as straightforwasdt is for DM. On the other hand, patterns of
care for DM are so consistent that one must distadstronger, dominant attributes to expose
potential novel associations. The merit of theesuis based upon many factors including the
representativeness of the exemplars, the avathabilicandidate EHR data elements, the coverage
of relevant evidence for a disease in the EHR, (8moking history), and the strength of class
association patterns found.

The highly correlated, sparsely populated EHR laitds are well suited to associative
classification methods. There are known limitagidn the AC methodology. No causal or
inductive reasoning is used to form associatiofisere are many unexamined correlations among
the attributes. Over-fitting rules to exemplarsdifor training can limit accuracy in the predictio
task. Pruning weaker rules to gain a concise, rgéset of prediction rules helps to minimize this
problem. A limitation with the reliability and geralizability of prediction rules is that the
interestingness metrics, on which rule generatiohased, may vary by health care setting, data
quality, and choice of exemplars.

The FW was designed to be modular and extensiblere are many potential improvements to
the processes and algorithms in the FW. Thesadedinkage to standardized terminologies and
concept hierarchies, support for sequential patteamd evaluation of other methods for more
efficient association, rule discovery and pruningFurther research on portability across
organizations would inform our assumption of stadded EHR content. Further study of the
reliability and accuracy of the cohort amplificatiamework applied to asthma is in progress.

Conclusion
The cohort amplification framework processes andsrgenerated for identification of DM were
presented. Evaluation results were successful.
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CHAPTER 4

RANKING AND PRUNING METHODS DEVELOPED FOR THE

COHORT AMPLIFICATION FRAMEWORK

Introduction

In this chapter, the process for generating associative classifioagsrfor the
identification of asthma cases is presented. The best set of rules wasisateitteir
generality and accuracy across ten random training/testing sampled.rédweg and
pruning methods were used to generate the classification rules. The ranking angl prunin
methods will be described and results compared to a standard method of ranking and
pruning association rules, known as classification by associatfidethods for
evaluating generality and accuracy are described. The best eresiged in a study of
the accuracy of identification of asthma cases in a random sample of thevhidR|js

reported in Chapter 5.

Background

Ranking and pruning are critical methods to generate an associativierlassi
association rule mining, a deterministic and deductive task has been performed. An
exhaustive set of all associations in the training data, given the constnargsnarated.
Classification rule discovery is an inductive task, predictive of assmusaitn data not yet

seen. Rigorous ranking and pruning strategies are used to select a coneise ayel
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accurate predictive subset of association rules from the exhaustive setal @eder
concise rules go hand-in-hand because general rules, by definition, coverasese
Therefore, fewer rules are needed. Both accurate and general rulesearegne most
ranking and pruning strategies. More accurate and more general rulegdielp a
overfitting to the training data. Rules that are more accurate are more d&sgbljiated
and less likely to be artifacts. Rules that are more general are jporsamtative of the
theoretic target population represented by the training data.

In associative classification, the goal is to take the association rulesrand f
classifier. To develop the associative classifier, first associatiemtining is used to
discover the rules with the class as the consequent, and then ranking and pruning is
performed over those rules to form the subset of classifying rules. Funter, t
predictive accuracy must be evaluated on testd#tdenefit of associative
classification is that the ranking and pruning processes and interim results a
understandable. The entire process of developing an associative clasgifiesparent.
This enables understanding of the knowledge generated, development of domain specifi
ranking and pruning strategies, and the ability to revise the input data or cardigura
parameters in order to improve the next version of the classifier.

Associative classifiers were also proven in some studies to be as aasutae
classic classification methods. Chapter 2 contains an extensive liteeatigie on
associative classification. Of particular relevance to the pruninggigatdescribed and

compared in this chapter, Chapter 2 details the classic pruning methods.
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Methods
Rules Development

The study population was described in Chapter 1. In summary, the population
sampled for all studies reported in this dissertation was adult patients wholéast at
two health care visits to Intermountain Medical Group family practice omnigter
medicine ambulatory clinics in Salt Lake County at least twice duringrayéau period,
2005-2008. The electronic health records (EHR) of this study population, as stored in the
Intermountain Health Care Enterprise Data Warehouse, were the sourd¢eléda.alThe
EHR covers all health care given by Intermountain employed providers laasveeime
documentation of health care visits to providers affiliated with Intermountain.

During development of the cohort amplification framework, the number of
disease-positive training cases required to generate reliakdenateanalyzed. Training
set sizes of approximately 1,000 showed too much variability, while sizes of
approximately 2,000 were as consistent as sizes of 4,000. In order to generate disease
exemplar training sets of size ~2,000 with ~1,000 each for pruning and testing of the
association rules, 3,938 subjects with active asthma coded in the Problem List fwéor to t
year 2007 were selected as the disease exemplars. The asthma codeseleped by
and for the clinicians using the Problem List. An approximately equal sizealcontr
group of 3,948 subjects was randomly selected among the target population having no
codes for asthma in the Problem List or the hospital or ambulatory encounter records
during the years 2004-2008. For the intended purpose of classification of asthma cases

versus no asthma in the EHR data, the control group was defined broadly in order to
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represent all adult patient records without evidence of asthma. The trainiplg saras
are balanced so that differences between them are normalized for rubeedisc

A description of the core candidate electronic health record data used in the
cohort amplification framework was presented in Chapter 1. Direct coded olmsesyat
aggregate concepts and derived concepts were used from the following EHR data
sources:

e Diagnosis and procedure codes (ICD-9-CM codes)

e Provider and ambulatory clinic procedure codes (CPT cddes)

e Provider specialty (local codes)

e Lab observations (CPT codes)

e Lab observations with results coded as ‘Abnormal’

e Imaging procedures (CPT codes)

e Medication list (FirstDataBank pharm/chemical groups and ingrediénts)
e Age > 64 (true)

e Female gender (true)

Single attributes were selected using Apriori association mining mefimods
frequent one-item sets. This was accomplished in a Java class designegtta Astef
observation codes for each exemplar. The output was a WEKA file containing the
attributes that met a frequency threshold of 5% among diseases exemplahgr In ot
words, attributes that were populated in less than 5% of the disease exemgdars we
pruned. A distinction that runs through the entire process of rules generation in the
cohort amplification framework is a focus solely on rules that predict thasdistass

versus a comparison class. There were 414 one-item attributes selecssodatmn
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mining in WEKA and then further ranking, pruning, and testing to form an associative
classifier.

The process of one-item attribute selection using the Apriori algorithmtfrem
EHR required manual curation of the attributes. The EHR query swept all olservati
codes within the categories listed. Some observation codes were not germane to the
rules, such as Healthcare Common Procedure Coding System (HCPCS) codes that ar
stored with the CPT codes. This process was run twice, on both halves of a randomized
split of the entire data set with a balance of disease and control exemplars. The
differences in the frequencies of the 414 one-item attributes were compadthbed t
test. The differences were not statistically significant (2 tailed p walédé, 95%
confidence interval of the difference -0.08 to 0.12). At sample sizes of ~2,000, the
frequencies of one-item attributes discovered in the EHR data among astmgalars
were stable. These two transfers from the EHR to a format suitable fonitdtg were
used for the remainder of the rules discovery processes. Randomly selentptésexa
from the 414 one-item attributes are shown in Table 4.1.

The 3,938 cases and 3,948 controls were randomly sampled ten times into training
sets of 1,969 asthma exemplars and 1,974 control exemplars. The Waikato Environment
for Knowledge Analysis (WEKA) Knowledge Flow user interfaevas used to
randomly split the subjects into two sets, stratified on the exemplar status.h®ne, t
training set, was used to generate the association rules using the Agddthat’ in
WEKA version 3.6.2 on a computer with 16 Gb of memory. The other set was for
pruning and testing and was stored in a local SQL Server Express datahase by

Knowledge Flow component. Both sets had an equal number of cases and controls. The
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work flow is shown in Figure 4.1. This process was repeated ten times to generate ten
random training/pruning/testing samples.

The first five samples were analyzed for the maximum number of attriloutes t
combine in the antecedents of the association rules. Since the Apriori algsrithm i
exponential in computing complexity with respect to the number of combinations
performed, the lowest maximum number of attributes which achieves acaleatesr
best® Redundant rules are not formed, and lower minimum support thresholds can be
reached by the Apriori algorithm. The five samples were consistentlyanoueate, by
sensitivity and specificity on test data, when combinations were consteditiede
attributes versus two. This computing complexity is estimated as’(4@4)the other
hand, the best rules by rank, sensitivity gain, specificity loss, and agreenuest acr
samples had one or two attribute rule antecedents. In addition, rules having one or two
attribute antecedents are more general rules, and therefore, preferreattiimute
combinations are of estimated computing complexity (4idbich is difficult to
accommodate in computer memory for WEKA Apriori association mining. To
accomplish it, the frequency threshold for the algorithm must be set higher. Theftrade
in frequency to gain four- attribute antecedents with low rank and low genera$tgat
attempted. The lowest frequency among disease exemplars that wad reidicilee
three attribute maximum was 8%. A comparison with rules generated at drtindet
maximum, which reached 5% frequency among disease exemplars, showed that no rules
were missed by losing attributes with only 5-7% frequency among diseas@lars.

Five more samples with three attribute association rules were tgghefidne ten

sets of random samples of the exemplar data, each with candidate ruletedemitinaa
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maximum of three attribute rule antecedents in WEKA, were then used to create
associative classification rules using ranking and pruning methods developed for the
cohort amplification framework. The methods are shown to perform better than classic
ranking and pruning methods for this application. One best set of rules to identifaasthm

cases in the EHR was selected from the rules generated in the ten randoas.sampl

Ranking and Pruning

The Apriori algorithm implemented in WEKA was used to perform the
association rule mining step, constrained to a maximum of three attributeseper rul
antecedent and constrained to the exemplar status or ‘class’ as the ratpieans The
minimum frequency or support was set at 8% for the disease class (4% overadflpA WE
provided an output file with all frequent-item sets with their total count and thes ¢
count. In the framework, three downstream associative classification prugpsghstre
implemented using the output. Ranking and pruning were performed on separate training

data from the set used to create the rules.

Redundant Rule Pruning

Classification based on multiple association rules (CMAR}lassic associative
classification model, introduced the redundancy pruning method. Redundancy pruning is
implemented before the rules are ranked. Multiattribute rules that cover ta@sam
fewer cases and do not improve the confidence of a more general rule, e.g., a subset of
the multi-attribute rule, are redundant. If rulg’‘®Ras met, then rule ‘RU Ry’ is

redundant unless its confidence is greater. RuJ&J'Ry’ (child rule) cannot have more
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support than ‘R (parent rule). At most, it can have equal support. The redundancy
pruning method results in fewer, more general rules.

In the framework, a Java class parsed the WEKA output file and created a
directed acyclic graph of the single attribute relations to their conmniisaind
calculated and stored the local support and exclusiveness metrics for eaghsupport
is the frequency of occurrence in the disease class, and exclusiveness is #dlieewrm
likelihood of the disease class occurring as the rule’s conseu&he exclusiveness
metric is equal to the confidence metric for equal training sample sizéwugh the
exclusiveness metric is not representative of the population to which the rullee wil
applied, its relative values are consistent with the confidence metric addoraianking
purposes. The Java class pruned redundant rules and generated an output file with the

remaining rules and their metrics for the next pruning steps.

Database Coverage Pruning

The initial associative classification model, known as ‘classification by
association’ (CBA), introduced the database coverage méthwate than one rule may
cover the same case to be classified. The rules discovered by associatiningeare
ranked in order of confidence, then support. Processing the rules in ranked order, the
training cases that meet the rule are removed from further consideraticubgemuent
rule. If no case meets a rule, the rule is pruned. This continues until all trainksg cas
have been covered or all rules were tested. Cases left uncovered are agslymethss
with the highest frequency in the training data. The database coverage methdbeseeks
most accurate rules, by rank, and eliminates less accurate rules thahemeane cases.

Database coverage was implemented in the framework on the set of rules pruned
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for redundancy. In the EHR data used in the framework, as is true in transaction data i
general, there are naturally co-occurring attributes in the desabe they describe the
same processes. This was one of the main assumptions of the original assodgation r
mining approach, but it leaves a conundrum for associative classification rula. Sm
differences in rank can generate different sets of rules over samplesaftbdraining

data. This is because selected rules in rank order will cover others that fatimv,wil

be pruned if all their cases were previously covered. The varying rules midict tine
class equally well on the test data, but inconsistent rule sets are not apdriegiasers.
Otherwise, the associative classification rules are quite ameoaldenain expert
understanding. Since one of the goals of the framework is to generate understasdable
well as concise, general and accurate classifiers, a new rankinghaigoss developed

to overcome this inconsistency.

Framework Ranking and Pruning Improvements

The ranking was based on the principle of generality and also requires
specification of a lower bound on the acceptable specificity for the set af rules
Sensitivity and specificity are trade-offs for accuracy of thesrulehe threshold could be
placed on either. However, it made more sense to specify the tolerance firaincor
classification, depending upon the intended application of the rules. An abbreviated
example is shown in Table 4.2. With the rules ranked according to CBA, the specificity
is calculated on a pruning data set. The rules at or above the specificitykthi@e
reranked according to their absolute frequency (descending) among diseapaexi
the pruning data set. Within absolute frequency, rules are ranked by exclusiveness

(descending), then cardinality (ascending). The CBA database coypeuagegy
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algorithm is executed on this reranked subset of rules, with further constoaantsd
over-fitting. Rules that covered less than five disease exemplars weeel pratimer than
the CBA algorithm’s acceptance of a rule that classified even one cases. wRblea
positive predictive value (PPV) less than 70 on the pruning data set were pruned.

The reranking by absolute frequency among disease exemplars promotes
generality of the rules. The higher ranking of more frequent attributesesislts in
attributes of more general concept levels covering all cases ohdagancept levels.

The duplicative and less general attribute will be pruned from the rules. tBenades
most likely to cover disease exemplars are executed first, it was hypethdsat fewer,
more frequent rules would be generated. Pruning lower ranked rules was hypdthesiz
reduce misclassifications, resulting in better accuracy. The requitéone rule to

cover at least five disease exemplars also supports generality. The RRdinobn
supports accuracy. Generality will be measured by conciseness of thetsub@sed on
the number of rules. Accuracy will be measured by the specificity of thsets.

Rules that survive pruning become the rule sets for each of the ten training sets
The sensitivity and specificity of the rules sets were assessed on ées¢idaside for
each of the ten training sets. The pruning methods developed for the framework were
compared to the CBA methods on conciseness and sensitivity. Conciseness is defined as
the total count of rules in the set. The framework pruning method was based on a
threshold set on the specificity derived by CBA pruning methods and was the point at
which the two processes deviated. The specificities after the framewmrikigp process
were usually improved above the thresholds, even though the subsequent specificity was

measured on separate test data. Specificity and sensitivity are bound, moving in opposite
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directions. For comparison of accuracy, the framework rule set sensitilibew

compared to the CBA sensitivity at the same specificity.

Selection of the Best Rules

The best rules were selected from the ten training sets to identifysastises in
the EHR based on their consensus across samples (generality) and thetiyadtwas
preferable to take a general set of rules from all ten training setothaketthe rules
from one set, which performed well on the test data. The ratio of the averageigensiti
gain to the average specificity loss of the rule was calculated oratastthe order of
each rule in its rule set influences the actual contribution to sensitivity acilspe
Higher ordered rules cover more cases and leave fewer for subsequetat cldssify.
There may be further bias in the uncovered cases. The stronger assoedaticute first
and the weaker lower ordered rules get the left-over cases. The ratio geavera
sensitivity gain to average specificity loss is independent of the order and isanfinde

correct prediction to misclassification for each rule on the test data.

Results
The five most accurate training sets on test data are shown in Table 4.3. These
had both the best sensitivity and the best specificity. The remaining fvarsethown
in Table 4.4. For each ordered rule in each training set, the accruing seresitility
specificity loss (the false positive accrual as a percentage of theeigaéves) are shown
as well as the contribution by each rule.
Table 4.5 shows the generality and accuracy measures for the ten traiging s

The number of rules and sensitivity are shown for the rule sets pruned bywbdme
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methods and pruned by CBA. The specificity attained by the framework methods is
shown. The sensitivities for both methods are reported at this specificity. s€@oess of
the rules was dramatically improved with the framework pruning methods. okistaat
specificity, the sensitivity in the framework pruning methods was higheveandeaining
sets, equal in one, and slightly lower than the CBA pruning method sensitivity. The
average sensitivity using framework pruning was 58.2%. The average for QBiAgr
was 56.4%. The difference in the sensitivity over the ten training sets \wsiscstiéy
significant (p = .028, 95% confidence interval 0.24-3.3) by a paired t test. The
framework pruning methods resulted in a modest improvement in accuracy.

The ten sets generated a fairly consistent sets of rules (Table AeSjulds
shown in italicized font were covered by a more general rule in the coliedtlsually
these were three-attribute rules that were covered by a two-attuiteiteHowever,
‘Asthma Procedures’ (CPT 94010, BREATHING CAPACITY TEST; CPT 94640,
AIRWAY INHALATION TREATMENT) was a conceptual subset of ‘Other Runary
Procedures’ (CPT 94010; CPT 94640, CPT 94240, RESIDUAL LUNG CAPACITY;
CPT 94060, EVALUATION OF WHEEZING,BRONCHODIL RESPN PRE&POST
DILAT; CPT 94720, MONOXIDE DIFFUSING CAPACITY). No general-specipair
was generated in the same rule set since the ordering by absolute frefguestyhe
more general concept first. The more general rule of a pair was prefartbd best set.

Rules were selected for the best set if the average sensitivityogaiarage
specificity loss ratio was 4 or greater because the most consistenthoke that

occurred in at least four rule sets, had a ratio greater than 4. This ratio corréemnds
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80% likelihood that the rule, given its order, improved the overall accuracy of
classification on test data.
The best rules are shown in Table 4.7. They will be used in Chapter 5 to

classify asthma cases in a random sample from the study population.

Discussion and Conclusions

The processes used to generate a set of associative classificasao identify
asthma cases in the electronic health record were described. An ovenhevcolfiort
amplification framework processes and workflow was described in Chaptertds In t
chapter, the focus was the ranking and pruning processes developed for the fkaimewor
order to gain more general rules than were generated using the classmeTiBals.
Compared to CBA, the framework ranking and pruning strategies improved both
generality and accuracy of the rules on test data.

Improvements in rule ranking was listed as one of the interestingalesea
directions in associative classificatibn Rule preference affects the accuracy of the
classifier. Two novel ranking approaches were introduced in this study. Thkatait
of the sensitivity and specificity of the CBA-ranked rules on training piasented a
metric that is familiar in the application domain. Secondly, rules at or abovesa low
bound on the acceptable specificity, a parameter setting for the applicatemdaivere
re-ranked according to the absolute frequency at which the rule was satigfied i
pruning data set. This forced the most general rules to execute first. Tardysbolved
the problem of generating rules that are more consistent acrossgrsamples, it also

automated the selection of the most general concept if multiple concepthiesavere
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present. The rules ‘Asthma Procedures’ and ‘Other Pulmonary Procedwsegssdid in
the Results section, are examples of the latter.

More conservative pruning strategies than those in CBA were used. Pruning may
have a domain-specific rationale. The two objectives are to remove redundant and
misleading rules for the classification task at hand. Redundant rule pruning dasuse
described in the classic CMAR method. Since the candidate EHR data regatesen
routine processes of health care, the data were inherently highly assocaebidr
over-fitting in this domain, higher thresholds were set on the number of training cases
covered (generality) and the positive predictive value (accuracy) of @éachAs a
further step to avoid over-fitting, a separate slice of the training dataiseal to perform

the ranking and pruning steps than the training data used to generate the rules.



Table 4.1 Random Examples of 414 EHR Candidate Attributes
Frequencies Among Asthma Exemplars

Attribute Frequency (%)
Sample 1 Sampleg 2
€82947_GLUC_BLD_LAB_ QUANT 79 78
c84520___UREA_NITROGEN_ASSA 78 7
84295 SERUM_SODIUM_ASSAY 78 ¥7
c84075_ASSAY_ALKALINE_PHOS 71 70
€82247_BILIRUBIN__TOTAL_BI 71 70
isFemale_ NO_DESCRIPTION 67 66
c85025_COMPLETE_CBC_W_AUTO 67 55
c80061_LIPID_PANEL_LIPID_P 611 59
GT_5_FF_Vis_Per_Yr_NO_DES 59 57
age_GT_47 _NO_DESCRIPTION_ 59 60
c80061A ABN_LIPID_PANEL__ 58 57
84443 _ASSAY_THYROID_STIM_ 57 56
c85025A__ABN_COMPLETE_CBC _ 54 b4
Urinalysis___by dip_stick _ L186 53 b2
3000250272 _Analgesics__Narcotic a7 46
c272_Disord_lipoid_metabol 46 16
c401_Essential_hypertensio 45 46
c3000253044_ Fluticasone__ H 44 45
c90658_FLU_VACCINE__3_YRS_ 39 40
3000250264 _Antidepressant 38 37
3000252433 _Salmeterol__ Hi 32 33
¢c3000508986_Proton_Pump_In 31 31
c461 Acute_sinusitis__LSup 31 28

73
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Table 4.2 Example of Specificity Based Pruning (control sample size = 987)

Absolute
Cumulative Frequency
Control Control Disease
Rule CBA Rank |Count Count Specificity |Exemplars
ALLERGY_SRVC AND Glucocorticoid
AND Other_Pulmonary_Procedure 1 3 3 99.7 71
Salmeterol AND Diagnostic_Radiology 2 3 6 994 81
Glucocorticoid AND Albuterol AND
Allergic_rhinitis 3 2 8 99.2 70
Leukotriene_Receptor AD Albuterol 4 0 8 99.2 85
Albuterol AND Montelukast 5 0 8 99.2 B3
Salmeterol AND
Need_for_prophylactic_vac 6 4 12 98.8 13p
Salmeterol AND FLU VACCINE 7 1 13 98.7 137
Albuterol AND Salmeterol 8 0 13 98.7 126
Antihistamines AND Salmeterol 9 1 14 98.6 123
Salmeterol AND
IMMUNZATN_ADMIN 10 0 14 98.6 122
Salmeterol AND Hmg_Coa_Reducta 12 0 14 98.6 M
Salmeterol AND Oth_and_unspecified 13 Q 14 98.6 109
Albuterol AND Fluticasone AND
isFemale 14 0 14 98.6 118
Albuterol AND ABN_LIPID_PANEL
AND isFemale 15 2 16 98.4 1p6
Leukotriene AND age_GT_47 AND
isFemale 16 1 17 98.3 9P




Table 4.3 Five Most Accurate Rule Sets of the Ten Training Sets
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Sens. Spec.
Sensi- Gain Speci- Loss
Rule tivity This ficity This
Set Rule Order|Accrual Rule |Accrual| Rule
1 1c3000252433_Salmeterol 1 32.5 32.5 99.0 1.0
c3000250386_Glucocorticoid AND
c3000252425_Albuterol 2 44.2 11.7 98.3 0.7
c3000250652_Leukotriene_Rec_Antag 3 50.8 6.6 98.0 0.3
¢c3000250386_Glucocorticoid AND
AsthmaProcedures_cpt94010 4 54.2 3.4 97.9 0.1
c3000252425_Albuterol AND
c82947_GLUC_BLD_LAB__QUANT 5 57.0 2.8 97.3 0.6
BetaAdrenergHic3NotAlbutO_L32 6 58.7 1.7 97.3 0.0
2 (c3000252433_Salmeterol 1 31.9 31.9 99.3 0.7
c3000250386_Glucocorticoid AND
c3000252425_Albuterol 2 44.1 12.2 98.7 0.6
¢c3000250386_Glucocorticoid AND
AsthmaProcedures_cpt94010 3 48.3 4.2 98.3 0.4
c3000250652_Leukotriene_Rec_Antag 4 53.6 5.3 97.9 0.4
BetaAdrenergHic3NotAlbutO_L32 5 55.7 2.1 97.9 0.0
€c3000252425_Albuterol AND
c780_General_symptoms 6 57.7 2.0 97.2 0.7
c3000250386_Glucocorticoid AND
Other_Pulmonary_Procedure AND isFem ale 7 58.0 0.3 96.9 0.3
3 (c3000252433_Salmeterol 1 33.9 33.9 99.3 0.7
¢c3000250386_Glucocorticoid AND
€c3000252425_Albuterol 2 45.0 11.1 98.5 0.8
¢c3000250652_Leukotriene_Rec_Antag 3 52.0 7.0 97.9 0.6
¢3000250386_Glucocorticoid AND
AsthmaProcedures_cpt94010 4 54.8 2.8 97 .4 0.5
c3000252425_Albuterol AND isFemale 5 57.2 2.4 97.0 0.4
BetaAdrenergHic3NotAlbutO_L32 6 58.9 1.7 96.9 0.1
c82947_GLUC_BLD_LAB__QUANT AND
AsthmaProcedures_cpt94010 AND
asthmaComorbids_473 7 59.1 0.2 96.8 0.1
c3000252425_Albuterol AND
Urinalysis__by_dip_stick 8 59.8 0.7 96.8 0.0
4 1c¢3000252433_Salmeterol 1 33.3 33.3 98.7 1.3
¢c3000250386_Glucocorticoid AND
c3000252425_Albuterol 2 44.5 11.2 98.0 0.7
c3000250652_Leukotriene_Rec_Antag 3 49.9 5.4 97.6 0.4
c3000250386_Glucocorticoid AND
AsthmaProcedures_cpt94010 4 53.1 3.2 97.1 0.5
c3000252425_Albuterol AND isFemale 5 55.2 2.1 96.4 0.7
BetaAdrenergHic3NotAlbutO_L32 6 57.1 1.9 96.4 0.0
c3000252425_Albuterol AND
c85025A__ABN_COMPLETE_CBC 7 57.4 0.3 96.4 0.0
c84443_ASSAY_THYROID_STIM AND
AsthmaProcedures_cpt94010 8 58.7 1.3 95.8 0.6
5 1¢3000252433_Salmeterol 1 31.0 31.0 98.9 1.1
¢c3000250386_Glucocorticoid AND
c3000252425_Albuterol 2 43.7 12.7 98.1 0.8
c3000250652_Leukotriene_Rec_Antag 3 49.0 5.3 97.5 0.6
c3000250386_Glucocorticoid AND
Other_Pulmonary_ Procedure 4 53.4 4.4 96.9 0.6
c3000252425_Albuterol AND
Urinalysis__by_dip_stick 5 55.4 2.0 96.4 0.5
BetaAdrenergHic3NotAlbutO_L32 6 57.6 2.2 96.3 0.1
AsthmaProcedures_cpt94010 AND
V04_Need_for_prophylactic_vaccine 7 58.1 0.5 95.8 0.5




Table 4.4 Five Least Accurate Rule Sets of the Ten Training Sets
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Sens. Spec.
Sensi- Gain Speci- Loss
Rule tivity This ficity This
Set Rule Order|Accrual Rule |Accrual| Rule
6 |c3000252433_Salmeterol 1 31.0 31.0 99.1 0.9
¢c3000250386_Glucocorticoid AND
c3000252425_Albuterol 2 42.7 11.7 98.2 0.9
c3000250652_Leukotriene_Rec_Antag 3 49.1 6.4 98.0 0.2
c3000250386_Glucocorticoid AND
Other_Pulmonary_Procedure 4 52.5 3.4 97.3 0.7
c3000252425_ Albuterol AND isFemale 5 54.9 2.4 96.7 0.6
BetaAdrenergHic3NotAlbutO_L32 6 57.1 2.2 96.7 0.0
c3000252425_Albuterol AND
c82947 _GLUC_BLD_LAB__QUANTAND
GT_5_FF_Vis_Per_Yr 7 57.5 0.4 96.5 0.2
7 1¢3000252433_Salmeterol 1 32.1 32.1 99.0 1.0
c3000250386_Glucocorticoid AND
c3000252425_Albuterol 2 43.5 11.4 98.5 0.5
c3000250652_Leukotriene_Rec_Antag 3 49.5 6.0 97.9 0.6
¢c3000250386_Glucocorticoid AND
c82947 _GLUC_BLD_LAB__QUANTAND
Other_Pulmonary Procedure 4 52.6 3.1 97.3 0.6
c3000252425_Albuterol AND
c82947 _GLUC_BLD_LAB__QUANTAND 5 53.9 1.3 97.1 0.2
BetaAdrenergHic3NotAlbutO_L32 6 56.0 2.1 97.0 0.1
c3000253044_Fluticasone AND
c782_Symptoms_involving_skin AND
GT_5_FF_Vis_Per_Yr 7 56.5 0.5 96.5 0.5
c2_ALLERGY SERVICE AND
Other_Pulmonary_Procedure 8 57.1 .6 96.4 0.1
8 1c3000252433_Salmeterol 1 31.4 31.4 99.2 0.8
c3000250386_Glucocorticoid AND
c3000252425_Albuterol 2 43.5 12.1 97.9 1.3
¢c3000250386_Glucocorticoid AND
Other_Pulmonary Procedure 3 48.0 4.5 97.0 0.9
c3000250652_Leukotriene_Rec_Antag 4 54.1 6.1 96.4 0.6
c3000252425_Albuterol AND isFemale 5 56.7 2.6 95.7 0.7
c3000252425_Albuterol AND
GT_5_FF_Vis_Per_Yr 6 57.9 1.2 95.4 0.3
BetaAdrenergHic3NotAlbutO_L32 7 58.3 0.4 95.4 0.0
9 [c3000252433_Salmeterol 1 30.8 30.8 99.0 1.0
¢c3000250386_Glucocorticoid AND
c3000252425_Albuterol 2 42.2 11.4 97.9 1.1
c3000250652_Leukotriene_Rec_Antag 3 49.6 7.4 97.2 0.7
c3000252425_Albuterol AND
c82947 _GLUC _BLD_LAB__QUANT 4 51.4 1.8 96.5 0.7
c3000250386_Glucocorticoid AND
c82947 _GLUC_BLD_LAB__QUANT
Other_Pulmonary_Procedure_L26 5 55.8 4.4 95.5 1.0
BetaAdrenergHic3NotAlbutO_L32 6 58.3 2.5 95.4 0.1
10 |c3000252433_Salmeterol 1 31.1 31.1 98.5 1.5
¢c3000250386_Glucocorticoid AND
c3000252425_Albuterol 2 42.8 11.7 97.6 0.9
c3000250652 Leukotriene_Rec_Antag 3 49.7 6.9 96.7 0.9
c3000250386_Glucocorticoid AND
Other_Pulmonary Procedure 4 53.3 3.6 95.9 0.8
SerumElectrolytes AND
AsthmaProcedures_cpt94010 5 54.3 1.0 94.6 1.3
c3000252425_Albuterol AND
c85025A__ _ABN_COMPLETE_CBC 6 55.8 1.5 94 .4 0.2
BetaAdrenergHic3NotAlbutO_L32 7 57.6 1.8 94 .4 0.0




Table 4.5 Generality and Accuracy of Rules

Sensitivity Compared at Framework Specificity

N 01w oOo~NOo1T oo RN

-

Framework Pruning CBA Pruning
Number |Speci- |Sensi- |Number |Sensi-
Set |of Rules [ficity tivity of Rules (tivity
1 6 97.3 58.7 33 53
2 7 96.9 58.9 5P 57
3 8  96.8 59.§ 52 58
4 8 95.8 58.7 48 55
5 7 95.8 58.1 5l 57
6 7 96.7 57.1 61 54
7 8 96.4 57.1 54 57
8 7 95.4 58.3 70 58
9 6 95.4 58.3 45 53
10 7 94.4 57.¢ 61 57
Average Sensitivity: 58.2 56.4
Paired t Test of Sensitivity Differences in Sets\
95% Confidence Interval: 0.24- 3.3
2-tailed p value: 0.03
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Table 4.6 All Rules Over Ten Training/Validation Sets
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Num. Ratio
of Local |Avg Avg Sens.
Rule |Sup- |[Sensi-|Speci-|to
Rule Sets port tivity |ficity Spec.
c3000252433_Salmeterol__k 10 32 31.9 1.0 31.9
c3000250386 _Glucocorticoid
c3000252425_ Albuterol__Hic3 10 25 11.7 0.8 14.1
c3000250652_Leukotriene_Rec_Antag 10 20 6.2 0.5 11.8
BetaAdrenergHic3NotAlbutOrSalmerol 10 9 1.9 0.0 46.1
c3000250386 _Glucocorticoid AND
Other_Pulmonary_Procedure_L26 4 21 4.0 0.8 5.3
c3000250386_Glucocorticoid AND
AsthmaProcedures_cpt94010 4 18 3.4 0.4 9.1
c3000252425_Albuterol__Hic3 AND
isFem ale 4 20 2.4 0.6 4.
c3000252425 Albuterol__Hic3 AND
c85025A_ _ABN_COMPLETE_CBC 2 17 0.9 0.1 9.(
c3000252425 Albuterol__Hic3 AND
Urinalysis__by_dip_stick 2 16 1.4 0.3 5.4
c3000250386 _Glucocorticoid AND
c82947_GLUC_BLD_LAB__QUANT AND
Other_Pulmonary_Procedure 2 18 3.8 0.8 4.1
c3000252425_ Albuterol__Hic3 AND
c82947_GLUC_BLD_LAB__QUANT 2 22 2.3 0.7 3.5
C2_ALLERGY_SERVICE AND
Other_Pulmonary_Procedure_L26 1 9 0.6 0.1 6.0
c3000252425 Albuterol__Hic AND
c82947_GLUC_BLD_LAB__QUANT AND
GT_5_FF_Vis_Per_Yr_NO_DES 1 17 0.4 0.2 2.(
c3000252425_ Albuterol__Hic3 AND
c82947_GLUC_BLD_LAB__QUANT AND
isFemale 1 17 1.3 0.2 6.9
c3000252425_ Albuterol__Hic3 AND
GT_5_FF_Vis_Per_Yr 1 19 1.2 0.3 4 .(
c3000252425_Albuterol__Hic3 AND
c780_General_symptoms 1 14 2.0 0.7 2.9
c82947_GLUC_BLD_LAB__QUANT AND
AsthmaProcedures_cpt94010 AND
asthmaComorbids_473 1 9 0.2 0.1 2.0
c3000250386 _Glucocorticoid AND
Other_Pulmonary_Procedure_L26 AND
isFemale 1 15 0.3 0.3 1.d
SerumElectrolytes AND
AsthmaProcedures_cpt94010 1 18 1.0 1.3 D.8
c84443_ASSAY_THYROID_STIM_ AND
AsthmaProcedures_cpt94010 1 13 1.3 0.6 p.2
AsthmaProcedures_cpt94010 AND
V04 _Need_for_prophylactic_vaccine 1 11 0.5 0.5 1.0
c3000253044 Fluticasone AND
c782_Symptoms_involving_skin AND
GT_5_FF_Vis_Per_Yr 1 8 0.5 0.5 1.(




Table 4.7 Best Rules Selected Among Ten Training Sets
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Rule
Number |Rule Data Source
1/ Salmeterol Med ingredient
2| Glucocorticoid AND Albuterol Med class
3/ Leukotriene Receptor Antagonist Med class
Beta Adrenergic Agent Not Albuterol
4|Salmeterol Med class
Glucocorticoid AND
5/0Other_Pulmonary_Procedure Med class, CPT aggregate
6| Albuterol AND Female Med ingredient, Demographiattee
Allergy_Specialist Visit AND
7|0ther_Pulmonary_Procedure Visit feature, CP T agde=ga
8/Albuterol AND Abnormal_CBC Med ingredient, Lab abnormali
Albuterol AND
9|Urinalysis_by dip_stick Med ingredient, Lab order
* Breathing capacity test, airwayinhalation treathy@ulse oximetry, monoxic
diffusing capacity, residual lung capacity, brondhator response evaluation
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CHAPTER 5

ACCURACY OF COHORT AMPLIFICATION FRAMEWORK

RULES TO IDENTIFY ASTHMA CASES IN THE EHR

Introduction

The proposed value of the general disease cohort amplification framewoid was
learn the rules from known cases and apply them to identify additional cases. A
validation study of the rules generated for asthma was performed togtesticuracy of
the rules to identify new cases in the EHR. Validation is a recommended dtep in t
application of framework rules in an EHR setting because it is a standatidg@r@hen
introducing any new algorithm to identify cases for research. The speiojéctives of
such validation studies may vary. There may be use-case specific resqugéan proof
of accuracy. Various reference standards may be available or preferrecurigms
study was not intended for generality of the design. The purpose was to demonstrate the
value of a set of predictive rules generated by the cohort amplificatioevirarrk to
identify additional asthma cases in the same EHR setting.

The accuracy of the rules was tested on a random sample of 992 subjects in the
original study population, described in Chapter 1. These subjects were not used to
generate the rules. The validation set subjects were classified agepmsitegative

according to a composite reference standard developed for this study. Theerales w
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executed against the validation set. Accuracy was assessed by semsithspecificity
of the rules. A practical value of the rules was explored by evaluation of thevégnsit
gain when rules were combined with a validated ICD-9-CM based algoritrdartofy
cases.

There was no existing gold standard for identification of asthma patients in the
study population or the resources to generate one. A composite reference s@R&rd (
was developed from a combination of two imperfect but accepted standards amahclinic
review of provider documentation of care. The CRS consisted of various versions of
asthma documentation in the EHR. By design, the framework used standard EHR
content generated by routine health care delivery processes and documentatioto Rules
identify additional cases used the same EHR content. Therefore, the reftasmuieed
positives for the validation study were patients who were considered to hawveaast
according to the medical records. The three components of the compositecesfere
standard were asthma Problem List codes, asthma ICD-9-CM codes, oestatem
interpreted as a probable diagnosis of asthma in the clinical text docuoremtahe
Intermountain Healthcare EHR.

Because the prevalence of asthma was estimated to be 11 % in the study
population, approximately 89 % of the test set was expected to be negative. Naay of
positive cases were determined by the coded evidence. There were not sesource
review the clinical text documents of all those with no coded evidence of asthimé to f
the additional asthma cases. Text mining was used to select the most likibhye pasies

among those with no coded evidence. The likely cases were reviewed by clinitiens
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text mining method was validated, and the expected error in the composiacefe

standard was estimated accordingly.

Background

Reference Standards

The evaluation of the accuracy of a diagnostic test or predictive alganthm
clinical and epidemiologic research requires a standard for comparisomperfbet
standard is commonly called a ‘gold’ standard and is always preferredéarca
purposes. However, there are often circumstances that prevent the use of angaldi st
The gold standard level of proof may be autopsy or an invasive test that canndyethica
be performed on all subjects. The restrictions may be costs and resourcesealsaittia
a thorough clinical review of cases or issues with access to the definitivdsetor
research situations where a less than perfect standard of comparison masi beeus
standard is called a ‘reference’ standard. Methods that accommodate itedeience
standards have been reported in the statistical and epidemiologic lgeratuo recent
review articles offered guidelines for appropriate metHod#\ composite reference
standard was used to evaluate the accuracy of framework-generated rulasifioride
asthma cases in the EHR because it enabled the use of multiple sources oéduid®shc
in the electronic medical records. Statistical adjustment of one component of the
composite reference standard was used to accommodate known error in the text mining
methods used to select the most likely potential positives for manual revieimibgicl

experts.
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Composite Reference Standards

The composite reference standard was described for situations whenemultipl
imperfect reference standards may be combined to form a better, althdlugipstifect,
reference standard. The composite reference standard is an empircadotegy to
leverage the available evidence. The level of proof stands on the acceptébilgy
combined evidence to consumers of the research.

Alonzo and Pepe’ described the composite reference standard (CRS) for binary
outcomes: positive or negative. It is a staged approach in which one refeagntzgdis
applied. Cases not covered are then subjected to another reference standard. The
examples of the use of this methodology were situations in which the firgneder
standard had good specificity, e.g., provided a believable level of proof that a positive
determination was truly positive. However, the first reference standard haxptadote
sensitivity. Examples were diagnostic tests that would have been routinegdappl
there were a clinical suspicion for the positive outcome and were not prackthioai
to apply when there was no evidence. Those that are covered by the firsicesfere
standard are considered resolved. The subsequent reference standard may bedconsidere
the ‘resolver’. The generic model is diagrammed in Table 5.1.

Other than enabling the evaluation of a new test where no gold standard exists,
the CRS provides a straightforward, deterministic reference standard basedrvalibs
evidence. Several sources of evidence can be used, which is a practical apptaach to t
sparse nature of many observations in the electronic health record. In additien to t
common clinical workflow of performing diagnostic tests differentially dase prior

evidence, the evidence may simply not be stored in a consistent manner. For example,
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some providers may document a diagnosis using structured data and others may
document via dictated textual notes only. The CRS provides for a statisticallyaghbias

comparison of a new test. No statistical manipulations are required.

Statistical Adjustment for Reference Standards

with Known Error Estimates

In the case where there are imperfect reference standards with qbénsfiror,
there are statistical methods to adjust the sensitivity and speaifieitycs for the new
test. Staquet's equationgstimate the sensitivity and the specificity of a new test when a
reference standard is imperfect but with known sensitivity and specificityhanmetv
test and the reference standard are otherwise independent. With reference &2l abl
the equations are

SENSITIVITY NEW TEST
Equation 5.1

(A + ¢specificityrs — C/

N (specificityrgs— 1) + (A + B)

SPECIFICITY NEW TEST
Equation 5.2

(B + D) sensitivitygs — B/

N (sensitivitgs) — (A + B)

The equation for sensitivity was given in Equation 2.8, and the equation for
specificity in 2.9. Staquet’s adjustment can be applied to either the sensitithey or
specificity or both. Table 5.3 shows a hypothetical confusion matrix for a new test for
disease with 10% prevalence with the assumption that the reference stapeafecis
Table 5.4 shows the adjusted specificity under the assumption that the sensithwity of
reference standard was 85% but the specificity was perfect. The cell carfit€akde

5.4 show the logic and the adjusspdcificity of the effect of Equation 5.2 on Table 5.3.
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Since the specificity of the reference standard was perfect, th&wanaias not
adjusted, as follows from Equation 5.1.

Application of Staquet’s adjustment has often been reported in the
literature and was recently reported to be the preferred adjustment wieastax with

two other methodS.

Reference Standards for Asthma

Diagnosis of Asthma

An expert panel, commissioned by the National Asthma Education and
Prevention Program Coordinating Committee and coordinated by the National Heart,
Lung, and Blood Institute of the National Institutes of Health, developed guisi&ine
asthma assessment, treatment and cohtiidiey defined asthma as a “common chronic
disorder of the airways that is complex and characterized by variableamwdng
symptoms, airflow obstruction, bronchial hyperresponsiveness, and an underlying
inflammation.” Airway obstruction or narrowing, with subsequent airflow fetence,
is the dominant event leading to the typical clinical symptoms: wheezing, bssabss,
chest tightness, cough and mucous production. The bronchoconstriction may occur
quickly, in response to variety of allergens or irritants. These symptoms remglire a
respond to bronchodilator therapy. Airway inflammation is variable in intensityjar
biology, and response to therapy and may distinguish asthma subtype phenotypes. As the
disease progresses, swelling of the airways, hypersecretion of nmacsisiectural
changes may occur and may not respond to treatment. Permanent structgpes elnan

associated with a progressive loss of lung function.
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What causes asthma? The complex disease has been characterized bglabnorm
immune system physiology, genetic predisposition, higher frequency anoongnan
adult onset asthma, allergies and/or exposure to allergens, and certainorgsyginaes.
Less well established environmental associations include tobacco smoke udiiomoll
occupations, and diet. Current treatment can control symptoms but not prevent
progression to the individual’'s underlying severity of asthma. In the opinion of the
Expert Panel, there is insufficient evidence to recommend any specfegses to
prevent the development of asthma.

The Panel provided recommendations to establish a diagnosis of asthma. The
clinician should assess for episodic symptoms and partially reversitdevasbstruction
and exclude alternative diagnoses. Methods to establish the diagnosis agd detail
medical history and physical exam focused on the upper respiratory tractaciesiin.
Spirometry is required to demonstrate obstruction and assess reversiRditgrsibility
is determined either by an increase in forced expiratory volum&a8hb from baseline or
by an increase10% of predicted forced expiratory volume after inhalation of a short-
acting bronchodilator. Additional studies should be performed as necessarlutieexc
alternate diagnoses.

In primary care, asthma may be suspected based on symptoms and history.
Patients presenting with symptoms of airway obstruction are uncomfortabl&eand t
provider may try drug therapy to open their airways. The suspicion of asthmaoirizgy
resolved in the medical record. Even if the trial is successful symptathgtacreliable
diagnosis of asthma should be supported by spirometry. A lack of objective testing and

follow-up to determine asthma according to practice guidelines has beebea$tti
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Incorrect diagnosis of asthma was studied in several European primaryttags Se*

A substantial rate of misdiagnosis of COPD as asthma among those greaferttha

years of age has been report2dirway obstruction of unknown etiology may be
diagnosed as ‘reactive airway disease’ and treated with the same mediestfor

asthma. This nonspecific diagnosis may prevent an appropriate workup to determine if

the adult patient has asthrifa®’

Gold Standard for Asthma

The gold standard for asthma diagnosis is, by definition, the expert consensus
criteria to diagnose asthmaThe problem with the gold standard was described in a
verification study of administrative disease codes to identify pediatimascases using
a gold standard based on the Canadian Asthma Consensus Report as reflected in the
medical record. The criteria “had to be modified to reflect the cursoey dév
information available based on chart abstractifdnSome studies claim the acceptance
of encounter diagnosis codes as reference stantiafi§.he Problem List has been used
as a reference standard. Others have used methods of inferring a diagndisimaf as

from the clinical documentation.

ICD-9 based reference standard

The ICD-9-CM category ‘493 Asthma’ and all subclassifications were insine
reported reference standards for asthma. The ICD-9-CM Official lheddor Coding
and Reporting* address the overlap in COPD, asthma and bronchitis. Generally, the
coding should follow the terms that were documented by the treating cliniden. T

guidelines contain some arbitrariness for coding acute exacerbatiotisméaomorbid
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with chronic obstructive bronchitis or COPD as the primary code, while the brorarhitis
COPD would be primary in a nonacute episode. The ICD-9-CM index defines ‘Asthma,
unspecified’ as an asthma subclassfication. Coders may use ‘493.9’ to codeereact
airway disease’ in adults. There is inherent uncertainty in the ICD-9dclelscas a
reference standard for asthma.

Three ICD-9-CM algorithms to ascertain asthma among adult patiengs usi
ambulatory ICD-9-CM codes were considered for this study. Blaisevalidated 392
family practice subjects coded as asthma in the ambulatory, fee-foresbifliiny
records against provider documentation. They estimated that approximately #&%o o
ambulatory asthma diagnoses in the population-based billing system were prgvided b
family physicians. Sensitivity was 85.5% and specificity was 88% for sit iea
asthma codes in a one-year period. Lix ét shlidated 529 subjects coded as asthma in
ambulatory and inpatient encounters against population-based health surveysvit$ensit
fell between the 95% confidence interval from 43.9% to 51.3%. Specificity felebatw
97.3% and 98.3% for algorithms for at least two ambulatory or one inpatient asthma code
in a five-year period. Cases identified by inpatient-only codes contribttteddithe
population studied (0.1%).

Specificity was the important metric for the components of the composite
reference standard developed for this study. The specificity may have been
underestimated in the Blais study. They discussed the limitation of incom@dieam
documentation and did not report the exact statements required to substantiatesisdiag
of asthma. At face value, it appears they required a diagnostic statemehtothleis

have found to be insufficient. The Lix study validated the billing claims by thenpati
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independent report of having asthma in a population-based survey in the coverage area
In that context, the low sensitivity is not surprising, as patients may not hava had a
asthma-related visit during the five years or the asthma may have bearbicbwith

and coded as other respiratory illness. The rigorous study investigated aketams

over varying time periods. The five-year period was consistent with the duration of
evidence used for the other components of the reference standard for this study. An
algorithm requiring two asthma codes was substantiated by Pachec aital found

that at least two asthma-related events were required to accurassiyychsthma

patients. The Lix algorithm for two visits over five years was salesdethe reference

standard for ICD-9-CM codes for the current study.

Problem List

Although Problem List in the EHR is known to be incomplete, it has been shown
to be reliable at >98% specificiff.*> Szeto et af studied the accuracy of the
ambulatory Problem List compared to chart review for 148 patients attendingralgene
medicine clinic at a Veterans Administration (VA) hospital. Sensitivitgea from 42
to 81%, while specificity ranged from 98 to 100%. The Problem List has been used as a
reference standard for positive disease in recent sttfdi®sAn algorithm to identify
asthma cases for genomewide association studies in the Electronic Mretoadls and
Genomics (eMERGE) netwotkdescribed the Problem List codes for asthma as a
medical diagnosis of asthma.

The literature supports high specificity of an asthma diagnosis in the Problem
List. Itis consistent with the expected specificity using the ICOMPalyorithm selected

for this study. Further, and more importantly, the uncertainties of the adtagmsis
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have been noted. A coded entry for asthma in the Problem List may be incorrect by
validation standards, but asthma may have been suspected at some visit and used for
treatment decisions by the provider. In addition, notation in the EHR Problers List i

considered part of the legal medical record.

Expert Review of Clinical Documentation

Various methods to review the clinical documentation for an asthma diagnosis
have been reported. Wilchesky et%lised trained study personnel to review a five year
period in each chart and record whether asthma, as well as 25 other medical conditions
were present or absent. Blais et?akeported study nurse review of the chart for a
diagnosis of asthma. Neither reported further on the words or conditions constituting a
asthma diagnosis. Three studies published criteria to determine asthmadrmital
documentation as shown in Table 85" 32 Review of clinical documents is time
consuming, and the cost of labor can be high. Only one of these $tudies physician
reviewers. Two used nurses, one used medical records technicians, and one used trained

abstractors.

Text Mining
Text mining methods were used to limit the number of cases requiring expert
review of the clinical documentation. Cohen and H&rdascribed text mining as a way
to examine the relationships of specific information both within and between documents.
Text mining techniques used in the current study were information extraction,
specifically named entity recognition, and data mirfthdNamed entity recognition

identifies the terms of interest in the text. Named entity recognition cdiffibalt to
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accomplish, given that the terms may have multiple meanings, may consigdtipfem

words and may be misspelled. Misspellings in the clinical documentation areedipor

in the range of 109%. In the current study, the named entities searched for a direct
mention of ‘asthma’ in the clinical documents were singular terms and tesediywith a
different meaning. In text mining, conventional data mining methods may be applied to
text features. A text feature of interest for the current study wasettngeincy of

documents having a named entity for asthma for each subject. The Oracléendtaga m
manual presented the use of frequencies of named entities to charactermerte@and

the exploration of their patterns as a common text mining*fask.

Methods

The study was designed to evaluate the sensitivity and specificity of rules
generated by a general disease classification framework to idastiifjna cases in the
electronic health record. The validation set consisted of 992 randomly selectetssubje
from the target population as described in Chapter 1. The validation subjects were
assigned as positive or negative for asthma. A small number of negative cases had
‘possible’ asthma, which did not meet the criteria for ‘probable’ asthma. Tdsewelre
executed against the 2007-2008 EHR data content for the validation subjects. The
sensitivity, specificity, and their 95% confidence limits were describetthéorules and
for the union of subjects identified by either the rules or the ICD-9-CM #hgotised in

the study.
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Framework Generated Rules

The rules to identify new asthma cases were generated usingotimat
amplification framework. This associative classificaticanfework was designed to use
generalized EHR candidate data and processes to generatiqmediles to classify
multiple health conditions in the EHR. The framework was destiio Chapter 3. The
development of the rules used in the current study was presentedpiteiCha The rules
were selected from ten sets of rules generated on sepandten samples of the training
data based on the individual rule’s generality and accuracy.

The rules are expressed as attributes or combinations blutdtripresent in the
EHR during the two year data mining period, 2007-2008. The expragssdepresent
the full rule syntax: ‘if <attributes> is true, then clsss an asthma case’. The rules

are shown in Table 5.6.

Validation Set

The validation set (n=992) were randomly selected from the taamilation
described in Chapter 1 and were not used in the development of theTrinéesalidation
set were annotated as probable asthma cases or negativéiioa.a3the validation cases
were classified from the available coded evidence for diseaseeielectronic health
record as well as expert review of the clinical documentsidt®rmine additional
probable asthma patients that may not have been coded as such. The mggap
included those with suggested evidence not meeting the coded standatds or
documentation criteria (Table 5.5). The validation set was creattdlassified before
the rules were executed. The rules were executed agaiastfatasubjects in the

validation set during the years 2007-2008.
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Composite Reference Standard for the Study

The three components of the composite reference standard (CRS) for positive
disease were Problem List codes, ICD-9-CM codes, or statements mgl@sifima in
the clinical text documents as interpreted by physicians expert in thegiagh asthma.
CRS negative disease was determined if there was no coded evidence, and either
physicians determined asthma was not probable from clinical documentation ca asthm
was not mentioned more than once in five years of clinical notes. The composite
reference standard is shown in Table 5.7.

The validated ICD-9-CM based algorithm used was two ambulatory visits or one
inpatient visit, including emergency department, over a two year period, 200732008.
Either the ICD-9-CM based evidence or an active coded Problem List en&stiona
determined a positive case, but did not resolve whether the case was negative. The
‘Resolver’ was the Clinical Text Documentation. Assignments were nogatelbable or
negative asthma status based on statements about asthma in clinical text documents
stored for study patients in the Intermountain Enterprise Data Warehouse (&@ka
five-year period, 2004-2008.

A text mining approach was used to identify clinical documents with mentions of
asthma terms and to develop a probability-based classifier to distinguish thiéetpst
cases for further manual review to identify asthma cases without coded evidenc
Details of the development and verification of the text mining approach amibeédsa
Appendix A. The result was a simple Bayes rule classifier based on the totakmimbe
clinical documents with mentions of asthma, including ten variations of the term and its

common misspellings, per subject over a five year period. The model demonstrated a
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probability of 1.3% that a subject with zero or one documents containing the ten asthma
terms was likely to have asthma. It was developed on 10,448 random subjects from the
target population described in Chapter 1. The Bayes negative asthma stitii®pre

model is shown in Table 5.8. Verification of the model’'s prediction of negative asthma
status was conducted by manual review of a convenience sample of 160 test subjects
(2%) with zero or one clinical documents containing asthma terms. The varficat
process used a liberal interpretation of a single probable asthma steasraardrror.

The error rate was 2.5%.

The ‘negative asthma status’ prediction model was populated with data from the
validation set with similar results (Table 5.9). Thirteen percent of the prddiegative
asthma status validation subjects’ clinical documents were reviewed bglependent
nurse reviewer. Clinical document review methods are described in Appendix B. The
error rate was 1%. Seventy-eight percent of the validation sample wasccbyéhe
negative asthma status prediction model, with an estimated chance of tiedlyd a
positive case as a negative one of 1-2.5%. Assuming the highest error e&istale
and using Staquet’s adjustment, the composite reference standard has aadestimat
sensitivity of 87% (Table 5.10). Assuming the lowest estimate (1%), theagstim
sensitivity is 94% (Table 5.11).

Cases in the resolver component of the composite reference standard \eith mor
than one document with an asthma term (n=98) were manually reviewed (Appendix B) i
two stages. First, expected mentions among negative cases were souténef2).

These consisted of hypothetical statements about the disease such as “dt risk for

references about someone else and the disease such as in “family history of”, or
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assertions that the patient did not have astinia.Cases with a statement concerning

the possibility of a diagnosis or history of asthma were reviewed by pdrysixperts

(n=46). Of these, 28 subjects were judged as probable asthma cases. For purposes of this
study, the composite reference standard was assumed to have perfecttypeCiides

or statements defined as positive for the reference standard were aesepiadvider’s

best judgment at the time, given the uncertainty and misdiagnosis of asthnoagevi

described.

Statistical Analysis

The sensitivity and specificity with 95% confidence intervals were compote
the classification of the validation data using the framework rules. Staridgarithens
for sensitivity (Equation 2.8) and specificity (Equation 2.9) were used, reporting bot
adjusted and nonadjusted specificity, and the 95% confidence intervals were computed
using the Wilson score methddl.This sensitivity was also computed and reported for the
cases covered by either the framework or the validated ICD-9-CM thigoriThe
specificity was not affected by the ICD-9-CM algorithm. The ICD-9 dlgorwas a
component of the positive reference standard, and its absence did not determine a
negative case. The purpose of the joint sensitivity statistic was to evtieat
contribution of the framework rules beyond cases known by a validated ICD-9-CM base
identification algorithm.

Frequencies of occurrence of the single attributes that formed thesuhes| as
some interesting profile characteristics among composite referamoael positives and
negatives and true positives, false negatives, true negatives and false pdagsiged

by the framework rules were described. Differences in the frequentieseneCRS
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positives and negatives were calculated with 95% confidence intervals using
Newcombe’s method. Confidence intervals that include zero are not statistically
significant difference&’ Ratios of the frequencies, also known as risk ratios, with 95%
confidence intervals based on the Cox-Hinkley-Miettinen-Nurminen métheare also

calculated for some asthma comorbidities.

Results

The sensitivity of the framework generated rules was 54% with 95% confidence
interval 46.0% to 62.4%. The most conservatively adjusted specificity, under the
assumption that the error in the negative asthma prediction model was 1%, was 97.1%
with 95% confidence interval 95.8% to 98.1% (Table 5.12). When cases identified by the
ICD-9 algorithm of two asthma codes over five years were combined with cases
identified by the rules, the sensitivity was 83% (76.2% to 88.6%) (Table 5.13). The
specificity was unchanged. Using the ICD-9 algorithm alone, the serysivias 70%
(62.2% to 77.3%) (Table 5.14). The rules alone did not identify as many CRS positive
cases as two ICD-9 codes over five years alone. However, it did contribute t@onatidi
13% of the CRS positive cases. The difference in the proportions contributed by both
versus by ICD-9 codes alone was statistically significant, with the @%dence
interval of the difference from 3.1% to 22.7%.

Table 5.15 shows the sequential rules, the number of true positives (TP) and false
positives (FP) covered, and the Positive Predictive Value (PPV) of each rulectSubj
often met multiple rules. Table 5.16 shows the number of subjects that met each
combination of rules, with no distinction as to the classification accuracy. This show

how the rules clustered. The first covering rules are the focus of analgaissie they
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perform the classification. Table 5.15 shows that two of the nine rules covered no CRS
positives, one had no unique coverage, and five rules had poor (< 70%) positive
predictive value on the validation data.

The diagnosis of asthma may be confounded by other respiratory problems that
may be comorbid with asthma or mistaken as asthma: bronchitis, sinusitis, @mditis
chronic airway obstruction (COPD)AIl of these conditions were found to be more
frequent among the CRS positive subjects (Table 5.17). Since similar nedicaay
be used as well, frequencies among these respiratory problems among thetiuge pos
(TP), false negative (FN), true negative (TN), and false positive (ftlassifications
were explored and are shown in Table 5.18. Bronchitis and COPD appeared most
frequently among the incorrect classifications. Sinusitis, acute branahdiallergic
rhinitis occurred with false negative classifications more frequemly false positives.
Chronic bronchitis occurred equally with both. COPD occurred with false positive
classifications more frequently than false negatives.

Differences in demographic, health care encounter and EHR documentation
characteristics between the composite reference standard (CRS) pesitivesgatives
are shown in Table 5.19. Characteristics with no statistically significhetetice are
italicized. There is virtually no difference in the ages. There are moads (64.5%
vs. 53.5%) in the positive group than the negative. The positives have more obesity
(7.2% vs. 5.2%) and more pain (14.5% vs. 10%), as documented by ICD-9 codes, but
neither was a statistically significant difference. Positives apgpdave more health
problems as evidenced by statistically significant differences i thidbl more than six

ambulatory provider visits in one year (58% vs. 40.7%) and at least one emergency
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department visit over two years (31.2% vs. 18.9%). Positives were more likely ta have
populated Problem List (79% vs. 66.3%) or Medication List (97.8% vs. 90.6%) in the
electronic health record. Since all subjects had at least two visits tarf?@are during

the study period, where providers typically use the Medication and Problenthists

may reflect more patients among the negatives with acute or short ter@npsoblich as

the common cold or health checkups, that providers have no need to track in the Problem
List. Similarly, the negatives may be less likely to have any prescribdatations. The

CRS asthma-positive group were no older, but were generally less healtmoee

likely to be female than the CRS asthma-negative group.

Table 5.20 shows how these characteristics aligned with the classification
outcomes: TP, FP, TN, and FN. Obesity documented in ICD-9 codes was associated
more frequently with true and false positive classifications compared to tredl ove
classification distribution. ICD-9 codes for pain, more than six health ambulator
provider visits in one year, and at least one emergency department visit oveat&o y
were associated with true positive predictions. Female gender wasatssodaih false
negative classifications.

The associative classification metrics used to generate the rufesisogrovide
new knowledge about the targeted disease or condition. Some previously described
associations — allergies, eczema, gastric esophageal reflux dis&&B)(* sleep apnea
- and unexpected associations between asthma and other medical conditions were noted
in the training data. Associations that persisted in the validation data between CRS
positive and CRS negative subjects are shown in Table 5.21. The first group contains

GERD and allergy-related attributes. These attributes all hadistdlyssignificant
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differences in their frequencies between CRS positives and negativesal3héwrd risk
ratios, the ratio of proportions, with 95% confidence intervals greater than unity. The
second group contains sleep disorder, often related to obesity (Table 5.19), along with
diabetes, hypertension, and cardiac problems. Diabetes and hypertension were not found
to be highly associated with asthma in either the training data or the validatiphudata
they were included here because they are also known to be related to obesandewd
problems. Both cardiac symptoms and cardiologist visits were significantigrhig

among CRS asthma subjects even though their age was no different from the CRS
negative subjects. The third group shown is arthritis and fibromyositis or néDDH3
codes along with a higher frequency of narcotic analgesics use. The ICD-%lebded

by the National Arthritis Workgrodp were combined to form the arthritis grouping.

ICD-9 729 covers unspecified rheumatism, fibrositis, myalgia, myositis, neamdis

other inflammatory conditions of related tissues. This was interestingdgeca
fiboromyalgia syndrome — characterized by arthritis, generalizedutargain, sleep
disorders, and other associations discovered among the asthma subjects — also occurs
more often in women but has not been described as a comorbidity with asthma. The CRS
positive asthma group had a significantly higher proportion of women (64.5% versus
53.5%), as described above. The use of narcotic analgesics could not be explained by
any other associations in the data other than the pain inherent in the inflamjmatory

and muscle conditions included in this group. The fourth group shows associations
among an ICD-9 code for nonspecific findings on imaging and other diagnostic
procedures, and the use of antipsychotic medications. The use of antidepressant

medications was higher among the CRS positive subjects, but the strongeriassociat



102

was the combination of antidepressant and antipsychotic agents. These are often used

together in more severe cases of clinical depression.

Discussion and Conclusions

The accuracy results showed that the cohort amplification process wassfuicce
in learning patterns among a standard EHR-based data set using exeifrplarget
cohort to identify additional members of the cohort directly in the EHR. Asthmaneas
of the first medical conditions chosen to test the cohort amplification process. A fa
amount of difficulty in identifying asthma cases using retrospective ERvekes
described in this chapter. The inaccuracy of the classification rulest isdl@e of the
same problems: uncertain diagnoses, misdiagnoses due to confounding respiratory
problems, similar treatments and medications used in related respiratoryrs el
the episodic nature of the disease itself. Nonetheless, the rules learnethplaegata
of subjects with asthma noted in the Problem List were useful in identifgiafigaanal
asthma subjects beyond those that could be identified using the ICD-9 codes in the EHR.
Further analysis of the number of subjects that met each rule demonstrated poor
predictive value by five of the nine rules (Table 5.15). This could be due in part to an
incorrect reference standard. The reference standard developed fa asthiffawed by
the same problems in discerning true asthma cases from retrospective EHR
documentation, even when interpreted by experts. In a real-world application of the
cohort amplification framework, the false positive and false negative caselsen
further reviewed by experts. Those resources were beyond the scope of this study.
Reference standards for validation of retrospective case idemificaethods for

secondary uses of the EHR are a difficult problem. If a good reference stariks, it
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implies there is already a case identification method. As the expestédr secondary
use expand with the wider adoption of the EHR in practice and the promise of
standardized health care data, computer-based methods to ascertain casesisadst
Perhaps ‘triangulation’ strategies will prove successful, in which matdaneing and
classification methods use coded data and natural language processingdacecom
evidence from multiple sources in the EHR and focus expert review on the ahargin
cases. A repository of such evidence may also prove useful so it does not have to be
rediscovered and clinicians may authenticate or reject a machine gerksatse label.
Another plausible reason for the poorer predictive value than was generated from
the training data is the variation that may exist among exemplars agsu@miio the
population of true cases in the EHR. In this study, the asthma exemplars ware draw
from those coded in the Problem List. Frequencies of rule component attribuges wer
checked between CRS positive cases that were also coded in the Problem)List (PL
(n=60) versus the entire group (n=138). The largest differences found were a lower
proportion of female subjects (57% versus 64%) and less use of albuterol (17% versus
25%) in the PL group. Smaller differences in other rule components and a similar
distribution of differences in demographic and comorbidity characteristiogesl the
expected sampling variation and perhaps some bias of an exemplar cohort.
Unfortunately, we cannot assess the differences before the rules ar¢egbesetavo
remedies are suggested. First, the standard processes for knowledge\disoover
databases include refinement and iteration of the machine-learning stequsual
application, one may correct for the less useful rules or biases discovdredrariing

data and repeat the rules generation. Secondly, more conservative cnittréa f
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selection of rules was used in the cohort amplification rule pruning methods than in the
classic methods. With the pattern-learning focus on disease processdseddsy

highly related EHR data, the pruning constraints may need to be tightened.afmmiex

for the rules used in this study, a minimum of five training cases had to be covered by
rule or it was pruned. In addition, rules were pruned if the positive predictiveoralue

the training data was less than 70%. The results of this study suggest theticiian

the exemplar and target populations as well as random variation may raeeessitter
pruning criteria and thus more general rules.

The analysis of false positives and false negatives among the subjects with
associated respiratory problems was useful. There did not appear to be remarkable
differences in the distribution of classification outcomes for subjects imililsiss or
allergic rhinitis. However, bronchitis, in particular chronic bronchitis, and chronic
obstructive pulmonary disease (COPD), with or without comorbid asthma, resulted in
less accurate classification by the rules. These conditions are knowodofbenders in
asthma diagnosis and case finding. For some research purposes, cases with these
complications have been exclud8dFor many purposes, such as clinical quality
improvement, they may be important to capture because patients may be ratiskghe
In this study, less than 5% of the validatation cohort had evidence of chronic bronchitis or
COPD. These may need focused expert review or development of a classifier usi
specific EHR data and methods relevant to this problem.

Other demographic, general health and comorbidity characteristmsnped in
the results may provide knowledge to improve the identification of cases. The ayles m

be refined and reiterated based on the additional domain information directlther fur
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domain analysis may be inspired. A suggested increase in false positiffecatasss
correlated with the ICD-9 code for obesity might invoke further review ofléie for
these subjects. The same may be said for the higher frequency of fematts suitiea
false negative classification. For purposes of this study, a benefit of theatigsoc
classification method was shown. The frequencies of all attributes and attribute
combinations that are used to form the rules are exposed in the training data. In this
study, selected attributes of interest in the training data wereagetd@nd described for
the validation set to help understand the classification outcomes.

Another benefit of the associations exposed by this classification method is the
potential for serendipitous knowledge discovery. In this study, focused on the
development of rules to identify asthma, several associations that appearetamiig
data and persisted in the validation data were described. These characterezed som
known comorbidities of asthma, such as gastric reflex disease, sleep disatder
symptoms of skin (allergic reactions). However, associations with caradibleprs,
arthritis and other inflammatory conditions of the connective tissue have not been
described as comorbidities with asthma. They may not be. The associationsreéidc
among existing data do not imply causality nor rule out a shared dependency on some
other causal factor. However, the associations reported in Table 5.21 werallgrigi
noted in the training data and persisted in the validation data as statisigaificant
associations among asthma-positive cases compared to asthma-negesivé-aaher

review of these associations with domain experts is planned.



Table 5.1 General Composite Reference Standard

Reference Reference
Standard 1 Standard 2
Not
Positive |Covered ||Resolver
— — — |[Positive [Negative
New +
Test Positive +
+
Negative +

Final Determination shown as ‘+’ or ‘-

Table 5.2 Reference for Equations 5.1 and 5.2

Reference Standard

(RS)
+ - Total
New Test + A C
True Pos False Pos
] B D
False Neg True Neg
Total N
Sensitivity TP/(TP+FN)
Specificity TN/(TN+FP)
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Table 5.3 Unadjusted Sensitivity and Specificity

Reference Standard
(RS)
+ - Total
New Test + 90 40 108
- 10 860 892
Total 100 900 1000
90/100
Sensitivity =.90
860/900
Specificity =.96
Table 5.4 Adjusted Specificity from Table 5.3
Given Sensitivigg=.85, Specificitgs=1
Reference Standard
(RS)
New Test + 0.15 Pos - Total
Missed

+ 90 (-16) 24 | 130

- 10 (-2) 858 | 870

Total 100 (-18) 882| 1000

90/100
Sensitivity =.90
858/882

Specificity =.97




Table 5.5 Criteria to Determine Asthma in Clinical Documents

Used

First This
Author | Asthma Definition Study
Vollmer [Probable

2 or more asthma care (AC) visits X

Single AC visit and prior history X

Single AC visit for active symptoms

SingleAC visit and response to meds X

Possible

Patient reported history only X

Uncorroborated emergency diagnosis

Suspected with no clear resolution X
Twiggs |Definite

Clinical dx and 2+ visits acute wheezing X

Possible

Asthma symptoms + history allergy, wheezing x
To 2 visits for wheezing X

1 visit wheezing + risk factor X

1 visit wheezing + response meds X

108



Table 5.6 Asthma ldentification Rules
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Rule
Number|Rule Data Source
1/ Salmeterol Med ingredient
2| Glucocorticoid AND Albuterol Med class
3 Leukotriene Receptor Antagonist Med class
Beta Adrenergic Agent Not Albuterol
4 Salmeterol Med class

5

Glucocorticoid AND
Other_Pulmonary_Procedure

Med class, CPT aggregate

Albuterol AND Female

Med ingredient, Demographatdies

Allergy_Specialist_Visit AND
Other_Pulmonary Procedure

Visit feature, CPT agigrega

Albuterol AND Abnormal_CBC

Med ingredient, Lab abnormality

Albuterol AND
Urinalysis_by dip_stick

Med ingredient, Lab order

* Breathing capacity test, airnayy inhalation treatmgilse oximetry, monoxi
diffusing capacity, residual lung capacity, bromtillabor response evaluation

Table 5.7 Diagram of the Composite Reference Standard

Problem List or Clinical Text
ICD-9-CM codes |Documents
Positive |Negative
— — — |[Positive [Negative
Frame- +
work Positive +
Rules -
n
Negative +
Final Determination shown as ‘+’ or *-




Table 5.8 Negative Asthma Status Prediction Model Test Data
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Conditiond Conditional
Named Coded Likdihood |Probahility |NoCoded |Likelihood |Probahility
Entity Bvidence |Coded Coded Bvidence |NoCoded [NoCoded |Likelihood
Court casecount |Bvidence |Bvidence |casecount Bvidence |Bvidence  |NEcount
01 103 0010 0013 8037 0.769 0.987 0.779
2+ 1067 0.101 0453 1251 0.120 0.2 0.221
Totds 1160 0111 9283 0.839 1.000
Table 5.9 Negative Asthma Status Prediction Model Validation Data

Conditiond Conditional
Named Coded Likdihood |Probability |NoCoded |Likelihood |Probakility
Entity Bvidence |Coded Coded Bvidence |NoCoded [NoCoded |Likelihood
Count casecount |Bvidence |Bvidence |casecount [Bvidence |Bvidence |NEcount
01 8 0008 0010 4 0.783 0.990 0.798
2+ 102 0.102 0510 B 0.098 0.490 0.202
Totds 110 0.110 832 0.831 1.000

Table 5.10 Adjusted Sensitivity Composite Reference

Standard w/ 2.5% NEG prediction error

Truth Assumption
for this Study
POS NEG
Coded 110
POS Reviewed 28

Composite Reviewed 70
Reference 0-1 NE

Asthma 784
Standard NEG Prob Pos |

0-1 NE ~

2.5% (+20) (-20)

TOTAL 158 834

Sensitivity 0.87

Specificity 1.00




Table 5.11 Adjusted Sensitivity Composite Reference
Standard w/ 1% NEG prediction error

Truth Assumption
for this Study
POS NEG
Coded 110
POS Reviewed 28
Composite ORelVﬁéved 0
F\;fersncde NEG Asthma 784
andar Prob Pos |
0-1 NE ~
1% (+9) (-9)
TOTAL 147 845
Sensitivity 0.94
Specificity 1.00
Table 5.12 Sensitivity and Specificity of Framework Rules
Composite Reference
Standard
POS NEG
Frame- |[POS 75 29
work  INEG 63 825
Rules IroraL 138 854
95% Confi-
dence Interval
Sensitivity 54.3 % 46.0-/62.4
Specificity 96.6
*Specificity Adjusted 1% Error CF 97.1 958-/98.1
Specificity Adjust. 2.5% Error CRS 97.8

*The most conservative adjustment was used.
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Table 5.13 Sensitivity of Framework Rules OR 2 ICD-9 Codes

Composite Reference
Standard
POS NEG
FW Rules|pPOS 115 29
OR 2+
icpg  |NEG 23 825
Codes |TOTAL 138 854
95% Confi-
dence Interval
Sensitivity 83.3 % 76.2-/88.6

Table 5.14 Sensitivity of 2 ICD-9 Codes Over Five Years

Composite Reference
Standard
POS NEG
o4 1CD9 POS 97| NA
+
Codes NEG 41f NA
TOTAL 138 NA

95% Confi-
dence Interval
Sensitivity 70.3 % 622 77.3




Table 5.15 First Ordered Rule Met by True Positives and False Positives
and Positive Predictive Value (PPV) of the Rule

True False
Positive| Positive
n=75 n=29
Number|Number
Rule Met Met PPV
Number|Rule Rule Rule (%)
1 Salmeterol 41 6 87.2
2|Glucocorticoid AND Albuterol 17 2 89.5
3| Leukotriene Receptor Antagonist 5 2 714
Beta Adrenergic Agent Not Albuterol
4 or Salmeterol 3 3 50.0
Glucocorticoid AND
5/Other_Pulmonary_Procedure 5 6 455
6|Albuterol AND Female 3 7 30.0
Allergy_Specialist_Visit AND
7/Other_Pulmonary_Procedure 1 0 100.0
8| Albuterol AND Abnormal_CBC D 3 0.0
Albuterol AND
9|Urinalysis_by dip_stick 0 0
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Table 5.16 Number of Subjects Meeting Each Rule

Number Rule|Rule Rule|Rule|Rule Rule|Rule Rule Rule
of Cases 1 2 3 4 5 6 7 8 9
895

18 xxx

3 XX X

2 XXX

2 XXX XXX

3 XXX

1 XXX X X X

2 XXX | XXX

1 XXX XXX | XXX

10 X X X

3 XXX XX X

1 XX X XXX

2 XXX | xxx XX X

1 XXX XXX

3 XXX XX X XXX

2 XXX | XXX

1 XXX XXX | XXX

3 X X X

1 XX X X X X

1 xxx [ xxx X X X

1 X X X X XX

1 xxx [ xxx X X X X X X

1 XX X XXX XXX

2 XX X

1 XXX XX X

2 XXX X X X XX X

1 XX X XX X XX X

1 X X X X X X XX X

1 xxx X X X XX X XX X

2 XXX

1 XX X XX X

2 X X X XXX

1 XX X X X X XXX

1 XXX XXX | XXX X XX XXX

1 XX X XXX XXX XX X

1 XXX | XXX XXX XXX XXX [ XXX XXX

1 X X X XXX
1 xxx [ xxx X X X X X X
2 XxX [ xxx xxx X X X X X X
1 XX X XXX XXX XX X
1 xxx [ xxx XXX XXX X X X
1 XXX XXX
1 xxx | xxx XXX XXX
1 X X X XXX XXX
1 xxx [ xxx X X X XXX XXX
1 XXX | XXX XXX X X X XXX XXX
4 X X X XXX XXX
3 XX X X X X XXX XXX
1 XXX | xxx X XX XXX XXX
1 XX X X X X X X X XXX XXX
1 XXX XXX | XXX X XX XXX XXX
1 xxx | xxx XXX XXX XXX XXX
1 XXX XXX XXX XXX XXX XXX
1 XXX | XXX XXX XXX XXX XXX XXX
1 XXX XXX X X X XXX XXX XXX
1 XXX | XXX XXX XXX
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Table 5.17 Respiratory Comorbidities
Composite Reference Standard (CRS) Positives Versus Negatives
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Prent | Prent 95% Confi-

CRS | CRS dence Interval of

POS | NEG | Differ- Difference

with with | encein

Attri- | Attri- | Propor-| Low | High |Relative

bute bute | tions | Bound | Bound | Risk
Associated Respiratory Conditions
Number of Subjects 138 854
ICD 461 Acute_sinusitis 27.5 20.0 7.5 0.2 159 14
ICD 466 _Acute_bronchitis 26,1 8.7 17.4 10.5 255 30
ICD 473 _Chronic_sinusitis 51 2.2 2.8 0.0 7.9 23
ICD 477 _Allergic_rhinitis 21.0 8.2 12,8 6.5 205 26
ICD 490_Bronchitis_ NOS 116 5.0 6.6 1.9 13.1 23
ICD 491 Chronic_bronchitis 4,3 11 3.3 0.8 8.1 41
ICD 496_Chron_airways_obstruc 5.8 2.6 3.2 0.1 8.5 2.3

Table 5.18 Classification Frequencies of Subjects with Associated Respira

Conditions
Number Prent Prent Prent
w/ Prcnt | False | True False
Associated Respiratory Conditions Attribute | True Pos  Pos Neg Neg
ICD 461 Acute_sinusitis 209 124 38 78.0 57
ICD 466 _Acute_bronchitis 110 21.8 8.2 59.1 10
ICD 473 _Chronic_sinusitis 26 19.2 0.( 73.1 7.
ICD 477_Allergic_rhinitis 99 21.2 4.( 66.Y 8.
ICD 490 Bronchitis_ NOS 59 22.0 51 67.8 5.
ICD 491_Chronic_bronchitis 15 20.0 20.0 40.0 20
ICD 496_Chron_airways_obstruction 30 23.3 23.3 50.0 3

W oOkFRPF NO©
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Table 5.19 Demographic, Encounter and EHR Documentation Characteristics
Composite Reference Standard (CRS) Positives versus Negatives

Prcnt | Prent 95% Confi-

CRS | CRS dence Interval

POS | NEG | Differ- _of Difference

with | with |encein

Attri- | Attri- |Propor;Low High

bute | bute | tions Bound| Bound
Demographic/ Encounter/ Documentation
Number of Subjects 138 854
Age Greater Than 47 57.2 571 0.1 -8B 89
Female 64.5 535 11.0 0.9 18
ICD 278 Obesity and other alimentation 7.2 5.2 21 -15 B
ICD9 codesfor pain* 145  10.C 45 -14 1018
6+ Ambulatory Provider visits/year 58.0 40.7 17.3 8.0 .5p5
Emergency department visit 31.2 189 123 4.5 P0.7
Populated Problem List 79.0 66.3 12.7 4.8 19.8
Populated Medication List 97.8 90.6 7.2 2.5 9.4

*

Pain, migraine, pain and symptoms assediatith female organs

Table 5.20 Classification Frequencies of Subjects by Demographic, Encounter
and EHR Documentation Characteristics

Number Prent Prcnt Prcnt
Demographic/ Encounter/ w/ Prcnt False True False
Documentation Attribute | True Po§ Pos Neg Neg
Age Greater Than 47 567 8.1 3.4 82.8 5.8
Female 546 8.1 3.3 80.4 8.2
ICD 278 Obesity and other
alimentation 54 14.8 5.6 75.9 3.7
ICD9 codes for pain 105 13.3 0.9 79.7 5./
6+ Ambulatory Provider Visit]
in One Year 428 12.6 3.7 77.6 6.1
Emergency department visit 204 13.7 34 75.8 7.B
Populated Problem List 675 9.2 3.7 80.1 7.0
Populated Medication List 909 8.3 3.2 82.0 6.6
TOTAL DISTRIBUTION 992 7.6 2.9 83.2 6.4
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Table 5.21 Significant Comorbidity and Symptom Associations with Asthma

Prent | Prent Difference in Ratio of

CRS CRS Proportions Proportions*

POS NEG 95% Confi- 95% Confi-

with with dence Interval | dence Interval

Attri- Attri- Low High Low High

bute bute | Bound | Bound | Bound | Bound
Significant Comorbidity &
Symptom Associations
ICD 530 GERD or Proton
pump inhibitors 43. 239 111 28.4 1.4 p.3
ICD 787 Symptoms
digestive system 20 12.8 4.0 18.0 1.1 2.3
ICD 782 Symptoms of skin 26| 10.7 8.4 28.5 1.7 3.4
Allergy Specialist Visi 6.5 0.6 2.8 11.8 4.0 31(2
ICD 327 Organic sleep
disorder 13.§ 6.9 1.6 137 1.2 3.2
ICD 250 Diabetes mellitus 174 14.2 -2.8 10.7 0.8 1.8
ICD 401 Essential
hypertension 42.8 35.5 -1.80 15.7 1.0 15
CARDIOLOGY Visit 22.5 14.3 1.5 16.0 1)1 2|.2
ICD 785 Symptoms cardi
system 15.2 6.8 3.0 15.p 14 35
Arthritis (ICD 715, 716, 71¢
726,727, 728)** 48. 33,0 617 24.3 1.2 1.8
ICD9 729 Fibromyositis,
Neuralgia, CFS 23.9 15.9 1.1 16.0 11 2.1
Narcotic Analgesic 48.6 33.5 6.4 24.1 12 1.7
ICD 793 Nonspecifit
abnormal findings 12. 7.4 0.4 12.0 1.0 .7
Antipsychotic meds 18 10.8 1.1 14.6 1.1 2.5
Antipsychotic &
antidepressant meds 8.7 4.0 0.8 10.y 12 410
* Ratio of Proportions also known as Relative Ris
** National Arthritis Workgroup definition




Table 5.22 Document Types Used in Text Mining
Having Frequency > 5% Among Evidence Sample
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CLINICAL NOTES:

Jan 1, 2004 - Dec 31, 2008.

Named Entities: ASTHMA, ASTHMATIC, ASTHMATICUS, ASHAM, ASTHM,
ASTHMAS, ASTHMATICS, ASTHAMA, ATHMA, ASHTMA

Clinical Document Type Evidence Sample No Evidence &&ple
n=1,07¢ n=4,607
Docu- |% Cases|% Cases| Docu- |% Cases| % Cases|
ment w/ 1 or |with1l or| ment w/1 or |with 1 or
Type More More Type More More
Count Docu- Docu- Count Docu- Docu-
ments of| ments of ments of| ments of
Type | Type w/ Type Type w/
Entities Entities
Progress Note 1075 100.0 90.7 4584 99.5 35.1
Lab Annotation 836 77.7 0{4
XR Chest 2 Views Frontal Lalt 606 56.3 3.9 1384 30.0 0.3
Emergency Department Report 599 55.7 33.1 1807 39.2 2.1
Letters 583 54.2 3.2 2184 47.4 q.1
Urgent Care Note 56|1 52/1 39.0 2004 43.5 9.7
History and Physical Report 502 46.6 20.7 1701 36.9 1.8
Surgical Pathology Report 501 46.6 .0
Emergency Dept Visit Note 487 45.3 9.9 1284 2[7.8 0.0
Radiology Annotation 463 430 0}5 1506 32.7 D.0
Operative Report 448 41\6 0.3
Physician Order 438 4017 0[.9 1550 33.6 0.0
Discharge Summary 345 32.0 10.4 903 19.6 0.0
Endoscopy Procedure Report 342 31.8 2.6 1287 27.9 0.0
Consultation Report 310 28.8 8.1 975 21.1 1.2
X/Ray Report 275 25.5 016 687 14.9 0.0
Outside Medical Information 243 226 g.o
Formal Letter 240 223 214 735 15.9 1
Echo Report 231 21/4 0}8
Laboratory Report 196 18,2 0[.0
Pulmonary Function Study Rep 192 17.8 1.2
Oximetry Report 166 154 11 330 7.1 0.0
XR Chest Frontal 1 View 152 141 0.2 377 3.1 D.0
Bone Mineral Density (DEXA)) 139 1219 0}.7 498 10.8 D.0
Polysomnography Report 110 10.2 3.3 231 5.0 0.1
MRI Brain WO W Cnt 103 9.5 0.1
Outpatient Clinic Report 1012 94 2.7 376 8.1 D.0
Comprehensive Eye Exam Rlep 100 9.3 3.6 434 9.4 0.0
Addendum Report 97 9]0 0}.3
CT Angio Chest 88 8.1 0J)2 138 2.9 q.0
Endoscopic Report 86 8.0 1.0
History/Physical - Pre-Op Rep 86 8.0 3.4 270 5.8 0.0
Cardiac Catheterization Report 77 7.1 D.3 212 4.6 0.0
XR Chest 1 View Portable 75 6.9 a.o
NM Myocard SPECT Ex Rest 66 6.1 g.o
Progress Notes - Ortho Surg 62 5.7 0.9 177 3.8 0.0
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Table 5.23 WEKA Bayesian Network Model Annotated for Cumulative Counts
Coded Evidence Asthma Conditioned on Named Entity Counts Asthma

Conditional Conditional
Coded Likelihood |Prabability |NoCoded |Likelihood |Probability
Named Bvidence |Coded Coded BEvidence |NoCoded |NoCoded |Likelihood
Entity Count|case count |Evidence |BEvidence |casecout Evidence |Bvidence |NEcount
0 30 0.003 0.005 5984 0573 0.995 0576
1 73 0.007 0.034] 2053 0.19%6 0.966 0.203
Cum0-1 103 0.010 0013 8037 0.769 0.987 0.779
2 81 0.008 0.098 746 0071 0.902 007
3 79 0.008 0.228 268 0.026 0.772 0033
4 80 0.008 0415 113 0.011 0.585 0018
5 70 0.007 0.603 46 0.004 0.397 0011
6 69 0.007 0.711] 28 0.003 0.289 0.009
Cum 7+ 678 0.065 0931 50 0.005 0.069 0.070
7thru24 515 0.049 0.912 50 0.005 0.088 004
25+ 163 0.016 1000 0 0.000 0.000 0.016
Totals 1160 0.111 9283 0.839 1000
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Table 5.24 Clinical Document Review Search Terms

ASTHMA-RELATED TERMS

WHEEZE OR WHEEZES OR WHEEZING OR DYSPNEA

OR COUGH OR COUGHS OR COUGHED OR COUGHING

OR BRONCHITIS OR ALLERGIC OR AIRWAY OR BRONCHIAL

OR BREATHING OR BREATHLESS OR BREATH OR BREATHLESERSS
OR ALBUTEROL OR SALMETEROL OR MONTELUKAST

OR FEV OR SPIROMETRY OR EXPIRATORY

OR INHALER OR BRONCHODILATOR OR BRONCHODILATER

OR BRONCHOSPASM OR BRONCHOPROVOCATION

MEDICAL ASSESSMENT TERMS

P OR ASSESSMENT OR PLAN OR PROBLEM OR PROBLEMS GREBENTING
OR PRESENTS OR PRESENTED OR IMPRESSION OR HISTORRYBDAGNOSIS
OR DIAGNOSES OR DX OR CHIEF OR COMPLAINT OR TRIAGER STATUS
OR SUGGESTS OR SUGGESTED OR SUGGESTING

OR TROUBLE OR TROUBLED OR REPORTS OR REPORTED

OR INDICATION OR INDICATIONS OR SUSPECT

OR SYMPTOM OR SYMPTOMS OR FINDING OR FINDINGS

OR PROBABLE OR PULMONARY OR RESPIRATORY
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Appendix A

Text Mining Methods to Predict

Negative Asthma Status

Approximately 11% prevalence of asthma was expected in the study population.
Most of the positive cases were identified by coded evidence for asthma, leaving
approximately 90% of the remaining validation set to be assessed for uncodedfcase
asthma. Text mining methods were developed to identify the most likely cases f
manual review. The Intermountain Enterprise Data Warehouse (EDW) starascl
documents for hospital and ambulatory visits. These are parsed by an Oracle text
indexing progrant? and each word is indexed. The process of searching for particular
words or phrases, called ‘named entities’, is a common method described irt the tex
mining literature®® ** The frequency of each test subject’s clinical documents having
named entities for asthma over a five-year period were derived forsatepte
(n=10,448). A probability-based classification rule was modeled on the frequemties a
coded evidence for asthma using machine-learning methods. A simple Bayes rul
classifier demonstrated a 1.3% error rate in the prediction of negative asihf8&o of
the test cases, having zero or one named entity for asthma over five yearesdlt was
validated on a convenience sample of 2% (n=160), which demonstrated an error rate of
2.4%.

The named entities to represent asthma were based on the UMLS UnifiedIMedic
Language System® (UMLS)® Metathesaurus® terms for asthma. The teyrizave
been more expansive but were covered by the words: ‘ASTHMA’, ‘ASTHMAS’,

‘ASTHMATICUS’, and ‘ASTHMATIC’. ‘ALLERGIC BRONCHITIS’ wasthe only
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UMLS term not used because it was not used in the study population. Six commonly
occurring misspellings were added: ‘ASTHAM’, ‘ASTHM’, ‘ASTHMAS’,
‘ASTHMATICS’, ‘ASTHAMA’, ‘ATHMA’, and ‘ASHTMA’. These terms wele the

ones used at least 0.01 % (.0001) as frequently as the primary term ‘ASTHMA.” These
were the ten named entities used to search the clinical text.

All clinical text documents were searched for the named entities dwver-year
period (2004-2008) for a random sample of study subjects (n = 10,488). These were
divided into a subset with coded evidence of asthma (n = 1,075), referred to as the
‘evidence’ sample, and a random subset of half those with no coded evidence (n = 4,607),
the ‘no evidence’ sample. Coded evidence was defined as at least two ICD-9-CM
ambulatory or one inpatient/ED code or an active Problem List code over theéve-
period. There were 1,130 document types used. Intermountain Healthcare did not have
standardized document type names, and several types could be functionédly Siime
document types with at least one named entity for either sample (n = 16Tewereed
for appropriateness of document type and relative density of named enttigmse
among the no evidence to evidence samples. Appropriateness was determined by
whether this was a document type generally authored by providers of healthuare, w
customarily document either disease status or elicit/request and recend gisease
history in order to perform their clinical services. Five types were remdWgssage
Log Notes’, ‘Nursing Notes’, ‘Lab Req — not a part of the Medical Recordntl
Status Exam’ and ‘Emergency Department Triage Note.” Message lieg May be
authored by nonclinical staff. The Emergency Dept Triage Note was a maatymi

admitting record and was authenticated as a longer, final EmergencyiBi¢piote.
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The others were not considered typical sources of diagnostic or patient history
observations and contained only 1-3 named entity mentions in total.

Progress Notes were the most frequently used document type among study
subjects. All of the evidence sample and 99.5% of the no evidence sample had at least
one Progress Note. Progress Notes usually documented an ambulatory clinidwsit. T
average number of Progress Notes per case during this period was 22 for the evidence
sample and 15 for the no evidence sample. The average number of Progress Notes with
named entities per case was 10 for the evidence sample and O for the no evidplece sam
Multiple Progress Notes per case gave the most opportunity for the expections
among negative cases: hypothetical statements about the disease aticislagot”,
historical diagnosis statements, references about someone else and tleesdideas in
“family history of”, or a negation of the disease diagndsi& Among no evidence
cases, 25.1% had at least one named entity mention in a Progress Note (Table 5.22). This
rate was then used as a heuristic measure of the expected density of mentionaa
evidence cases for a document type. Samples of cases with document ty@ekigher
density than 25% among no evidence cases were reviewed. Nine document types
contained templated text or other reasons for a higher density of mentions of asthma
among noncases and were removed. There were finally 147 document types used for the
subject-level counts of documents and named entities. The document types ocaurring fo
more than 5% of the evidence sample are shown in Table 5.22, with the frequencies of
cases having at least one instance of the document type and among those,gheié®qu

of cases having at least one named entity for asthma in that document type.
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Next the individual asthma named entity counts were analyzed using ettribut
selection and classification methods in WE&ATwo separate random samples (n =
~10,000) of cases from the study population were generated. The two samples were used
for both training and testing of the other. Document counts and counts of documents
with a named entity over the five year period, 2004-2008, were computed for each case
over the 147 document types. Only one count per document type per day was allowed
because there were occasional duplicate or redundant document instances in the EDW
One count of the total number of documents and one count for documents containing at
least one named entity for asthma were stored in the study database. Thad count
documents with named entities divided by the count of documents was computed for
each case as a density function and populated for training cases in the sabdgala
The class attribute was coded evidence of disease versus no coded evidence. The four
attributes were analyzed in WEKA using the Bayesian network classifter Bayesian
network classifier was selected for its ability to learn the best steuahdt expose the
probability tableg® Attribute selection methods in WEKA consistently agreed upon the
named entity count as the best attribute, and the wrapped Bayesian netwoidnselect
method preferred it as a single attribute. The attributes in the modelederzd to the
named entity counts and the class (outcome). The final model was essesiialea
Bayes rule classifier.

The WEKA Bayesian network model was recreated in Excel to show the most
predictive discretizations of the named entity counts. The model is shown in Table 5.23.
The classifier demonstrated a 1.3% error rate in the prediction of negathwesastatus

on 78% of the cases, having zero or one named entity for asthma. The result was
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validated on a convenience sample of 2% randomly selected cases with zero m=100)
one (n=60) named entities. Of the zero named entities sample, there was one case
documented as ‘azthma’. Of the one named entity sample, there were fourittases w
statements of possible asthma. Asthma status was not further ascentdineed i
validation. The error rate was 2.4%.

Accordingly, for the study composite reference standard, cases requiring
resolution by review of the clinical documentation were determined nedétineyihad a
named entity count of zero or one. Cases with 2+ named entities were manually
reviewed if they were not already determined positive by the coded evidehee in t
composite reference standard. The simplified version of the negative asdltusa s

prediction model is shown in Table 5.8.
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Appendix B

Clinical Document Review Procedures

The Intermountain Enterprise Data Warehouse (EDW) stores all clinical
documents for hospital and ambulatory visits. These are parsed by an Oracle text
indexing progrant? which stores each word in an index. The process of searching the
indexed words for ‘named entities’ is a common method described in the text mining
literature®* *> Three groups of named entities were defined for this study for different
purposes. The first was used for both clinical document review and development of the
negative asthma status prediction model. The other two were defined for clinical
document review only.

The first group was asthma terms. The named entities used to représ®at as
were based on the Unified Medical Language System® (UMLS)® Metathis&uilThe
terms were more expansive but were covered by the words: ‘ASTHMA’, ‘AASM
‘ASTHMATICUS’, and ‘ASTHMATIC’. ‘ALLERGIC BRONCHITIS’ wasthe only
UMLS term not used because was not used in the study population. Six commonly
occurring misspellings were added: ‘ASTHAM’, ‘ASTHM’, ‘ASTHMAS’,
‘ASTHMATICS’, ‘ASTHAMA’, ‘ATHMA’, and ‘ASHTMA'.

The second group consisted of terms that describe symptoms, medications, and
comorbidities associated with asthma. This group was generated froneriie/té on
asthma symptoms, diagnosis and treatment. The asthma-related teshisnaren Table
5.24. The third group consisted of terms used by clinicians in their documentation to
state assessments, impressions, diagnoses, plans and included almost adedicedt

care documents. These terms were found by iterative queries against lnsstrof
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clinical documents while adding to the search terms from documents not found. The
medical assessment terms are shown in Table 5.24.

Reports were developed to query and display variable length snippets of text
around named entity search terms as well as the full text with the seansh te
highlighted for each clinical document selected. This enabled fast, diressaodhe
documents and the specific statements in the documents containing the named entitie
The reports were easily modified and ran in a public domain SQL query application.
This enabled the nurse reviewers to perform the reviews on their desktop compiiters wit
no protected health information removed or stored from the EDW repository.

A 13% random sample of the 784 validation set subjects having zero or one
clinical document with an asthma term and not resolved by the coded evidence were
reviewed. One experienced nurse volunteer used the asthma-related searth ter
attempt to find clinical documents for 60 subjects with zero asthma terms. Twotsubj
had documentation suggestive of asthma but no definitive statement or further evidence.
For those with an unconfirmed suggestion, a search was done using the medical
assessment terms to display diagnostic statements. In this manner, itielsisp
subject’s full documentation was efficiently displayed in reverse chronolodge.oft
gave focus to the assessment statements as one line listings and thedbdigye to the
complete document with highlighted search terms. Forty-two subjects withiicalcl
document with an asthma term were similarly reviewed. For these, tredpsvas to
search and review the asthma terms in the one clinical document. If tieseesta
implied a negative asthma status, the subject’s review was negativehmbasas

suggested, the review process continued with the asthma-related termsibsdiesc
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above. One missed asthma case was ascertained from an asthma dia¢ggmestsaad
a history of asthma medications.

All validation subjects with more than one clinical document having asthma terms
and not resolved by the coded evidence (n=101) were reviewed. In the first stage, the
asthma terms were searched and reviewed as described above. If thesmtstatem
implied a negative asthma status, the subject’s review was negative (n=&€thnia
was suggested (n=41), the relevant document snippets were copied to a temporary
spreadsheet, carefully excluding any protected health information as snigpets
transferred. The asthma-related search terms followed by the mexdiessment search
terms were used as needed to include as definitive an asthma picture as.pdhsitde
de-identified case abstracts were shared with one asthma medical exp&beldd each
one as definite or probable asthma versus negative or unlikely asthma virswsias
history only. The criteria used to decide a probable asthma status are shown in Table 5.5.
Five borderline case abstracts were reviewed by a second asthma maquidal ©ne

status was changed.
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CHAPTER 6

SUMMARY

In this dissertation, the purposes and design of the framework were presented.
The framework was evaluated on two diseases. The framework-generated rules t
identify diabetes were similar to the rules generated by domain expertsdatded
useful knowledge to refine them. Rules to identify asthma added to the sensitavity
validated algorithm based on ICD-9-CM codes. The framework required no domain
knowledge to find these patterns. The machine-learned patterns quantified gjeRific
data uniquely associated with a disease. This knowledge is best used in conjunietion wit
the specialized knowledge of domain experts to refine and strengthen the ialgorifof
cases.

Observations that have not been identified by experts in existing disease-
identification algorithms were exposed. In the diabetes identificaties, rcapillary
blood glucose testing by glucometers was performed more often, was abnura
often, and served as a better observation typaetify patients with diabetes in the EHR
than glucose measured in venous blood in a clinical laboratory. Laboratory-based
glucose values are the standard for diagnosis of diabetes, have been proven mdee accura
than glucometer resultsand consequently were specified as one of the criteria to identify

diabetes in the expert-based algorithms reviewed.



134

There are many potential predictive combinations in the EHR data. Combinations
of attributes are rarely seen in expert-generated algorithms. There a@ye m
combinations with the bronchodilator, albuterol, in the asthma rules. This was because
albuterol was a frequent and associated medication, but it was not strong enoadb alon
form an accurate rule. Albuterol is used for other bronchopulmonary problems.
Albuterol and an inhaled glucocorticoid are found together in expert-generatetbrule
identify asthma. However, albuterol and female gender was a novel comjeaten
though it was known that more women than men are seen for adult asthma.

The rules may refine the observations within categories. For exampledioktea
a list of all antihyperglycemic drugs, the rules identified specifionita/ therapeutic
classes as separate rules. Some were stronger than others. Insuliry\sasng.
Metformin was not strong enough to form a single-attribute rule. It was krawn t
Metformin can have false positives, yet there are algorithms to iderdibgidis that
include all antihyperglycemic medications. Since treatments constéhge, the
framework process was useful in identifying exactly which medications nwweeommon
usage during the time period of interest. In fact, it identified them so welk&gpigp a
decreased frequency from one year to the next when a particular diabetesslithg
subject of an FDA warning for potential adverse events.

There were three assumptions underlying the design for the cohort aaiplific
framework, and all three were validated in this work:

e Patterns learned from exemplars drawn from known cases may be used to

identify other unknown cases. Some bias must be anticipated since the known

cases were identified in some manner, and others were not. In this
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dissertation, the proof of concept was demonstrated by other asthma cases
identified from known cases from the coded Problem List in the electronic
health record.

e Knowledge discovery methods over a common set of EHR data could expose
patterns for multiple diseases and conditions. A highly abstracted set of
candidate EHR data, modeled on the derived data types used in some existing
disease identification algorithAi$and drawn from the standard data
categories required for certification of an EHR, was shown to generage rule
consistent with disease-specific processes of care.

e The transaction records of medical care process and documentation could
provide patterns from the data in the EHR that may be used to identify
particular disease cases. Patterns or rules learned by the computdrefrom
candidate EHR data used were shown to identify unseen cases of asthma in
the EHR.

The framework classification rules can be analyzed for other purposes. They do
not have to be applied in prediction. Interesting trends were seen in the rules when
comparison groups were created, such as two different clinical specidltiese were
aggregate differences in the choice of medications. It could be seen thaepratterns
were different.

Finally, the rules may expose interesting associations that werepsuted. The
main objective of this work was to apply database knowledge discovery methods to
generate classification rules. Comorbidities were found among the asisesg

identified by the framework rules that were not described in the clinicatlire. Their
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physiologic connection had been described. The associations were with other

inflammatory diseases of the joints and other connective tissue.

Why Associative Classification?

Associative classification (AC) has not been widely used in health dare da
Association rule mining (ARM) was reported more often in the health caratlite. In
Chapter 2, some examples of health care applications of AC and ARM were presented. |
was pointed out that the use of these approaches is growing, as are machirg learnin
methods in general, in health care data. Association mining was developed ffor retai
sales problems and has been informally called market basket analysisidilisused
for business purposes and has continued research, development and improvement as
reported mainly in the computer science literature. ARM was developed to fiathpat
among broad and inter-related transaction data, directly from databases ditimatir
expertise.

At the onset of this research, various classification methods were integtiga
Associative classification accommodated the broad but sparse data bestothMany
methods could not process data with so many missing values. In the framework, missing
values were considered unpopulated EHR observations and participated in patterns by
their absence. Naive Bayes accepted the sparse data but was not ablettagpredic
accurately as AC. This assessment was based on raw results from WBK® e
improvement of accuracy developed in the framework. Rule-learners, such as’Ripper,
found similar rules but were not transparent nor popularly used and studied like AC.

ARM, as implemented in WEKA, provided the interim metrics of the Apriori algori
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This enabled access to the ARM frequent item sets from which downstream pruning,

testing and knowledge discovery were accomplished.

Contributions to Associative Classification Methods

Ranking and pruning methods were introduced to improve the generality of the
rules as generated using classic ranking and pruning methods. These methods not onl
improved the generality but also the accuracy of the rules. There was a seyaadipi
benefit in these methods, which used a final frequency sort, to reduce the érsstrid
the highest concept level of attributes participating in multiple concepslevel

The framework used balanced sample sizes. This enabled interestingniess metr
that discriminated the data characteristics of the disease exemplargerowhat their
prevalence in the EHR. These were normalized metrics used to focus the rdésgity
one class only. By design, one set of exemplars represented a disease or condition of
interest. The other represented controls without the condition. Since the goal was to
generate rules to identify cases with the condition, it was practicaldralge one-class
rules. The evaluation of the merit of the rules was based on sensitivity antcgpecif

Sensitivity and specificity are not affected by prevalence.

Significance to Biomedical Informatics

The development and validation of the framework are significant in the field of
biomedical informatics because they demonstrate a successful applafatnachine
learning in the electronic health record. Development of the framework idclude
modification of associative classification methods to address the unique data content

the EHR. Data mining methods have not been applied to their potential in the EHR. This
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work suggested that standard methods developed for other industries might need to be
optimized for the health care data environment. Further, the methods support high-
throughput phenotypic cohort identification for genomic research. The framework does
not generate definitive phenotyping algorithms but exposes and quantifiealgeale

EHR data toward that purpose.

Opportunities for Further Research

The framework should be evaluated in other diseases and EHR settings. Diabetes
and asthma are well characterized as medical diagnoses, with standard diagubsti
treatment patterns. The current research was conducted in a health garg deli
environment with mature EHR systems and programmatic efforts to train and support
providers to use the EHR. Care documentation for diabetes and asthma was also focused
on in recent years for institutional clinical quality improvement goals. uatiah of
classifiers for medical conditions where standards of care are not we#dlefould
further test the contributions of the framework. It would also be useful to test the
reliability of rules for diabetes and asthma in other health care settingghérules
overfit to the care setting or more general across settings? Is thexenvaeeking rules
that generalize across settings or is it reasonable to use rules suéel seting?

The framework exposes the frequency and strength of associations amRng EH
data elements to build the classifiers, so the differences in raw data aettmgs can be
explored. It can be applied to the problem of testing differences betweegssett
provider groups or time periods. A study is underway to test differences in EHR

observations between two large provider organizations, using the framework to identify
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observations associated with type 2 diabetes mellitus as a step in asieillecteon for
further statistical analysis.

The framework approach can be extended to attributes from other databases,
including population and behavior data that may or may not be linked to EHR data. In
addition, the broad and highly abstract view of EHR data used in this research can be
focused for particular medical conditions, including data that are more detailed.
Association rule mining was called a “brute force” method of knowledge digcover
because it discovers all associations in the attributes presented, then\apjuies
metrics and operator-provided thresholds to measure and seletetbging ones.
Therefore, it provides an opportunity to explore very general problem domains.
Interesting associations may be refined and constrained to particulaafeagsusing
these methods. The approach can also be used with other knowledge discovery methods
that model relations that are more complex but usually require a more focuseaprobl
domain.

This research demonstrated success of a high throughput, generalized agproach t
learn classifiers for two medical conditions from the EHR data of exesnplidhnose
conditions. Its potential application to identify, or amplify, health related coin@s
posed as an improvement in the efficiency of conducting biomedical research. These
methods can also be applied to improve identification of cases for chronic disease
registries. Registries support care management activities as \wekl#s services
research toward improved health care delivery and patient outcomes. The cohort
amplification rules are well suited to this task in theory. Specificity andtisggsare

acceptance thresholds set in the rules generation process. This enables a range of
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potential accuracy. In the population of registries, cases may be idkonfie scale of
uncertainty. Future research includes the development and evaluation of thedriame

for this purpose.

Limitations of this Research

Existence/nonexistence of EHR observations over an arbitrary time persod
the data type of all candidate data used in the framework. This gave a broadlbwt shal
pattern search. This was intended as a first look at patterns for exempléaoosndi
given data that are generally populated in the EHR. The intent was to apply the
framework to better understand the data content as well as to find useful patterais
superficial view. With a better understanding of actual patterns in stometbdat
particular conditions, a deeper, condition-specific data set might be desigriedter
machine learning approaches. Useful patterns for disease case identificre found
in the two conditions studied in this work, diabetes and asthma. In other conditions, the
shallow data patterns may not.

Administrative codes (ICD-9-CM and CPT) were used in the framework. There
are known problems with their reliability and validity as addressed in Chaptetrthis A
time, the administrative codes in the EHR are the most comprehensive disease
documentation available. The ICD-9-CM codes for the target conditions veoeed
from the candidate data because they would have dominated the rules. They e use
associate comorbidities. In the short term, while ICD-9-CM codes aréywisied for
cohort identification, the framework rules may augment or validate &iggathms with
additional rules. As better data become available, for example by use ob kiact

coded clinical data, the candidate data for the framework can be modified.
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The query to gather EHR data can be streamlined to better automate ¢né curr
process. The current process generated attributes that had to be manusibdreMost
of the superfluous attributes were administrative in nature, redundant or sinphsuse
the problem at hand. An example of the latter is common medical specialtied visit
frequently by all patients. This is to be expected when mining patterns dfreatlya
transaction database. The least number of candidate attributes is leesbeipater
memory consumption is large for Apriori rule mining.

A minimum of one thousand training records from disease and control exemplars
was necessary to find reliable patterns. This number of exemplars mafidugt diif
find. If patterns were proven reliable across institutions, training datd be shared for

less prevalent training cases.
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