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ABSTRACT 

 Medical knowledge learned in medical school can become quickly outdated given the 

tremendous growth of the biomedical literature. It is the responsibility of medical 

practitioners to continuously update their knowledge with recent, best available clinical 

evidence to make informed decisions about patient care. However, clinicians often have 

little time to spend on reading the primary literature even within their narrow specialty. As 

a result, they often rely on systematic evidence reviews developed by medical experts to 

fulfill their information needs. At the present, systematic reviews of clinical research are 

manually created and updated, which is expensive, slow, and unable to keep up with the 

rapidly growing pace of medical literature. This dissertation research aims to enhance the 

traditional systematic review development process using computer-aided solutions. 

 The first study investigates query expansion and scientific quality ranking approaches 

to enhance literature search on clinical guideline topics. The study showed that 

unsupervised methods can improve retrieval performance of a popular biomedical search 

engine (PubMed). The proposed methods improve the comprehensiveness of literature 

search and increase the ratio of finding relevant studies with reduced screening effort. 

 The second and third studies aim to enhance the traditional manual data extraction 

process. The second study developed a framework to extract and classify texts from PDF 

reports. This study demonstrated that a rule-based multipass sieve approach is more 

effective than a machine-learning approach in categorizing document-level structures and 
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that classifying and filtering publication metadata and semistructured texts enhances the 

performance of an information extraction system. The proposed method could serve as a 

document processing step in any text mining research on PDF documents. The third study 

proposed a solution for the computer-aided data extraction by recommending relevant 

sentences and key phrases extracted from publication reports. This study demonstrated that 

using a machine-learning classifier to prioritize sentences for specific data elements 

performs equally or better than an abstract screening approach, and might save time and 

reduce errors in the full-text screening process. 

 In summary, this dissertation showed that there are promising opportunities for 

technology enhancement to assist in the development of systematic reviews. In this modern 

age when computing resources are getting cheaper and more powerful, the failure to apply 

computer technologies to assist and optimize the manual processes is a lost opportunity to 

improve the timeliness of systematic reviews. This research provides methodologies and 

tests hypotheses, which can serve as the basis for further large-scale software engineering 

projects aimed at fully realizing the prospect of computer-aided systematic reviews. 
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CHAPTER 1 

INTRODUCTION 

1.1 Objectives and Hypotheses 

The systematic review process attempts to comprehensively identify, appraise, and 

synthesize the best quality research to find reliable answers to research questions based on 

the best available evidence [1]. Healthcare practitioners, in the process of seeking 

information for patient care, become the information consumers for some kinds of 

systematic review products such as Clinical Practice Guidelines or Cochrane reviews. 

Systematic reviews have been criticized as slow and effortful to develop, and potentially 

as biased [2]. This is partially because the systematic review process involves many labor-

intensive manual steps that face human limitations such as limited time and resources, in 

addition to human inconsistency and errors. The main objective of this research is to 

explore computer-aided techniques that can help humans in performing systematic 

reviews. Specifically, we investigated algorithms to improve the citation retrieval and the 

data extraction processes for systematic reviews. 

 In the following three studies presented in three distinct chapters, the following 

hypotheses will be explored. 

 H1.1 Query expansion techniques improve the performance of a widely used 

biomedical search engine (i.e., PubMed) (Chapter 3). 
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 H1.2 An unsupervised citation ranking approach performs better than a general 

purpose machine-learning classifier in ranking scientifically sound studies 

(Chapter 3). 

 H2.1 In the classification of PDF texts, the rule-based multipass sieve approach 

is more accurate than the machine-learning approach. (Chapter 4). 

 H2.2 PDF text classification improves performance of information extraction 

from full-text publications (Chapter 4). 

 H3.1 Machine-learning classification to prioritize sentences in full-text performs 

equally or better than abstract screening (Chapter 5). 

1.2 Rationale for Analysis 

 Evidence-based resources (EBR) such as practice guidelines (CPG) and systematic 

reviews (SR) are important expert-synthesized information sources to enable evidence-

based medicine practice [3]. Experts perform systematic reviews of best available evidence 

to develop EBR. At present state, the development of systematic reviews still relies on an 

extensive amount of manual effort. Therefore, the production and updating of EBR is often 

costly, slow, and unable to keep up with the rapid growth of the biomedical literature [4, 

5]. Citations indexed in PubMed have grown from 4 million (pre 1975) to 22 million today [5]. It 

takes 2.5 to 6.5 years for a primary study publication to be included and published in a new 

SR [6] and takes 1 to 1.5 years to finish peer-review for CPG development [7]. As a result, 

about 23% of SRs have not updated new evidence in 2 years after first publication, [6] and 

many clinical questions were not found in existing SRs [8]. Those issues of limited time 

and resources can make EBRs easily become outdated and suboptimal for patient care. 
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That highlights the need of investigating computer technologies to aid humans with this 

labor-intensive task.  

 Researchers have investigated computerized techniques to aid EBR developers with 

the systematic review development. However, there are many research gaps that have not 

been filled in this area. This dissertation research attempts to address some of those gaps 

in the course of three projects. 

 First, researchers have investigated automated and semiautomated approaches to aid 

with citation screening. The prominent approaches were based on machine-learning, 

active-learning, and rule-based methods [9, 10]. Those approaches always need some sort 

of labeled data from a process of manual review to train a classification model or to derive 

a rule set. However, in the early stages of systematic review development, training data are 

rare and insufficient to train a competent classifier. As a result, searchers often rely on 

typical functionalities that search engines provide to fulfill the citation retrieval and 

screening task. Chapter 3 investigates alternative approaches for query expansion and 

citations ranking that outperform the standard functionality of a popular biomedical search 

engine (PubMed).  

 Second, data extraction to generate evidence summaries is a standard process in 

systematic review development. Studies on information extraction (IE) have investigated 

techniques to automatically extract key data elements from texts, which have the potential 

to aid the manual extraction task. The sources of extraction are often Medline abstracts, 

PubMed Central (PMC) archives, and journal websites [11-13]. However, the data 

extraction process requires extraction of information from the full-text study reports rather 

than the study abstract, and full-text reports are not always available in PMC and journal 
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websites. Chapters 4 and 5 investigate IE techniques to extracting key information from 

clinical trials published in PDF format. Chapter 4 focuses on solving problems associated 

with the PDF file format. In a PDF document, contents are often mixed with publication 

metadata (e.g., header, footer, author information, journal information) and semistructure 

(e.g., tables, figures) texts. Publication metadata are often not relevant to systematic review 

development, and add noise to IE systems. Semistructured texts can contain relevant 

information, but they often do not consist of prose narrative form and require different 

extraction strategies than narrative texts. In Chapter 4, text classification techniques to 

categorize PDF texts are investigated, and the impact on an information extraction system 

is measured.  

 Last, Chapter 5 investigates a computer system to aid in the extraction of clinical trial 

characteristics from full-text PDF publications. The system has the ability to find relevant 

sentences specific to target data elements and to recommend key phrases to help the work 

of SR developers. 

 To increase the practicality of the results, this research developed gold standards that 

are very close to real-world systematic reviews. Clinical practice guidelines developed by 

The American College of Cardiology (ACC) / American Heart Association (AHA), and 

systematic reviews developed by the Cochrane Collaboration were used as sources for gold 

standards. These are popular evidence-based resources that are commonly used in patient 

care [14, 15].  

1.3 Significant Contributions 

 This research proposes and evaluates promising computerized techniques that can aid 

human reviewers with systematic review development. First, our experiments 
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demonstrated that the proposed approaches for query expansion and citation ranking 

improve retrieval performances of a widely used biomedical search engine (PubMed). The 

approaches were validated in retrieving relevant high-quality citations for cardiovascular 

guideline development. 

 Information extraction from full-text publications is sparse; extraction from PDF 

documents is even rarer and more challenging. The second and third studies provided 

evidence that it is possible to apply advanced natural language processing techniques to 

extract key clinical trial information from a PDF document. The second study solves the 

heterogeneity of PDF texts by proposing a text classification algorithm that can 

automatically categorize PDF texts into three dimensions: grammatical texts, 

semistructured texts, and publication metadata. The rule-based multipass sieve approach 

demonstrated a superior performance over a machine-learning classifier. The last study 

demonstrated the feasibility of text mining solutions that might assist humans in extracting 

clinical data elements from primary study reports. Future enhancements based on this 

approach are promising to change the traditional data extraction process, which currently 

relies on expensive manual review approaches.  

1.4 References 

[1] D.J. Cook, C.D. Mulrow, R.B. Haynes, Systematic reviews: synthesis of best evidence 
for clinical decisions, Ann. Intern. Med. 126(5) (1997) 376-380. 

[2] I. Roberts, K. Ker, P. Edwards, D. Beecher, D. Manno, E. Sydenham, The knowledge 
system underpinning healthcare is not fit for purpose and must change, BMJ 350 
(2015) h2463. 

 [3] D.L. Sackett, W.M. Rosenberg, J.A. Gray, R.B. Haynes, W.S. Richardson, Evidence 
based medicine: what it is and what it isn’t, BMJ (Clinical research ed). 312 (7023) 
(1996) 71–72. 
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CHAPTER 2 

BACKGROUND 

2.1 Challenges to Evidence-Based Medicine 

 Practice of evidence-based medicine (EBM) requires integrating individual clinical 

expertise and the best external evidence in making decisions about patient care. However, 

health care practitioners have little time to keep up with the tremendous growth of 

biomedical literature. In 2009, there were about 25400 peer-reviewed journals, and the 

number increases 3.5% a year [1]. PubMed citations have grown from 4 million in 1975 to 

22 million today at a rate of about half million a year [2]. Each year, about 3000 clinical 

trial studies have posted results in ClinicalTrial.gov [3]. Fraser and Dunstan showed that it 

is almost impossible to keep up with medical literature even within a narrow specialty [4]. 

In a review of information-seeking behavior, Karen Davies showed that clinicians’ lack of 

time, issues with information technology, and limited search skills are top barriers for 

information searching [5]. Clinicians are overwhelmed by new information, and most 

clinical questions still remain unanswered. In 1985, Covell et al. showed that clinicians 

raised two questions every three patients, and 70% of questions remained unanswered [6]. 

In a recent systematic review, Del Fiol et al. showed that clinicians raised roughly one 

question out of every two patients seen, and more than 60% of these questions were not 

answered [7]. 
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 As a result, clinicians search information from evidence-based resources (EBR) 

compiled by clinical experts or professional organizations. Examples include the 

ACCF/AHA guidelines, Cochrane systematic reviews, Drug effectiveness reviews, and 

evidence summaries such as those provided by UpToDate. However, the development and 

update of those knowledge sources is costly, slow and unable to keep up with the rate of 

new evidence in the medical literature. In a 2003 survey of guideline developers, the 

average cost for CPG development was $200,000 per guideline in the US [8]. High quality 

guidelines that meet strict quality criteria [9, 10] require more time and resources. The total 

expenditure of the Cochrane Collaboration in 2011 fiscal year was $2.4 million [11], and 

this number increased to 3.9 million in 2013 [12].  It takes 2.5 to 6.5 years for a primary 

study publication to be included and published in a new systematic review [6] and takes 1 

to 1.5 years to finish peer-review for guideline development [7]. About 23% of reviews 

have not been updated with new evidences within 2 years after their first publication [13] 

and many clinical questions are not covered in existing reviews [14]. Thus, development 

and updating evidence-based knowledge is unable to keep up with the rate of new evidence 

in the biomedical literature. As a result, evidence-based resources become quickly outdated 

and suboptimal for patient care. 

2.2 The Systematic Review Development Process 

 Experts performed a standardized systematic review development process which 

involves a series of scientifically rigorous steps. The Cochrane Handbook listed eight 

general steps to prepare a systematic review [15]: 

 Defining the review question and criteria for including studies 

 Searching the literature  
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 Selecting studies and extracting data from study reports 

 Assessing risk of bias of included studies 

 Performing data analysis and meta-analyses 

 Addressing publication biases 

 Summarizing the results in tables/figures 

 Interpreting the results and drawing conclusions 

This dissertation research focuses on the literature search and data extraction tasks, 

since they are conducted early in the SR development process and are critical for the quality 

of the review. Those two steps also require a significant amount of manual effort, for which 

there is substantial opportunity for optimization through the adoption of advanced 

technology solutions.  

Literature search is the early step in the systematic review process, conducted by 

individuals with database searching skills (librarians or information specialist). The goal 

of literature database search is to find relevant articles among millions in electronic 

literature databases. The literature search can be preliminary to understand the scope of the 

problem, or comprehensive to fully cover a specific clinical question. The main objective 

of literature search is to maximize the sensitivity to identify all relevant studies, while 

keeping the screening workload manageable. The 2011 ACCF/AHA’s manual for clinical 

guideline development described the need for literature search to be comprehensive, and 

key to the development of valid guidelines [16]. The Cochrane handbook for systematic 

reviews highlights that “searches should seek high sensitivity, which may result in 

relatively low precision” [15, 17]. 
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 After determining a set of eligible studies, reviewers perform data extraction to 

generate evidence summary tables. The goal of data extraction is to collect all information 

that is relevant to the review question from original publication reports. The evidence 

summary table is a convenient place to validate the extracted information by seeking 

agreements from multiple authors. It also serves as a key data source for the quality 

assessment and meta-analysis steps. Data extraction conducted by humans has high 

prevalence of errors [18, 19]. Therefore, independent data extraction by at least 2 authors 

is recommended [15].  

 The systematic review development process, specifically the literature search and data 

extraction tasks, essentially rely on manual efforts, which are limited by time, knowledge, 

inconsistency and errors. In the age of information technology, such limitations can be 

overcome by computer technologies. In the following sections, the current researches on 

information retrieval and information extraction that can help in systematic reviews are 

discussed. 

2.3 Information Retrieval (IR) 

2.3.1 Medline, PubMed, and MeSH 

 MEDLINE is a database of citations and abstracts for the biomedical literature 

worldwide, maintained by the National Library of Medicine (NLM). At present, 

MEDLINE contains more than 22 million citations in 5,600 journals and 40 different 

languages [20]. PubMed is a free search engine that facilitates access to the MEDLINE 

database. Searchers can submit and get results via PubMed’s web interface or 

programmatically via the Entrez Programming Utilities (E-utilities) [21]. To facilitate 

semantic search, the NLM maintained a comprehensive controlled vocabulary, called 
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Medical Subject Headings (MeSH), for indexing MEDLINE citations. Currently, MeSH 

has 27,455 unique headings/concepts and more than 220,000 entry terms that help with the 

assignment of those headings. 

2.3.2 Related Work 

 Literature search often relies on querying IR systems such as PubMed, Google Scholar, 

and Scopus to obtain access to publications relevant to the research inquiry.  Each IR 

system follows slightly different strategies to process the user’s query, rank the results, and 

present information to searchers. IR systems have been successfully optimized to handle 

diverse specialized domains, such as computer science & engineering, biology, chemistry, 

and medicine. Similarly, IR methods optimized to narrow clinical systematic review topics 

have the potential to perform better than general IR approaches. Lu et al. [22] developed 

the automated query expansion algorithm Automatic Term Mapping (ATM). Using 2006 

and 2007 TREC Genomics dataset, they demonstrated that query expansion using MeSH 

headings improved PubMed search over the word-based approach. Crespo et al. [23] 

developed a medical image retrieval system.  They demonstrated that query expansion 

using MeSH headings and MeSH ontology significantly improved image retrieval. Damoni 

et al. [24] demonstrated that MeSH Concepts could significantly improve the precision of 

retrieval for PubMed searches related to rare and chronic diseases. Therefore, query 

expansion techniques have been demonstrated to improve information retrieval 

performance. However, the application of this technique to systematic review development 

has not been attempted.  Unlike previous research, the development of systematic reviews 

imposes a much higher expectation for near perfect recall than precision.  
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 Traditional information retrieval or question answering systems used vector space 

models to represent the queries and documents, and rank documents by similarities 

between vectors [25]. For short and generic queries such as guideline conditions (e.g., heart 

failure), thousands of retrieved citations can share the search keywords and cannot 

distinguish well using the vector-space model. For instance, citations that have keywords 

repeated once or twice might not match the review inclusion criteria. By default, PubMed 

sorts the citations by the time they were added to the MEDLINE database. PubMed also 

has a relevance-based ranking that uses a technique similar to the vector-space model [26]. 

Those ranking mechanisms do not consider the scientific quality of the studies, an 

important factor for study assessment in systematic reviews. 

 Haynes  et al. [27, 28] developed PubMed Clinical Query filters using a set of manual 

rules to retrieve high-quality clinical studies. Filters are available for different topics, such 

as treatment, diagnosis, prognosis, systematic reviews, and medical genetics. 

 Kilicoglu et al. [29] implemented an ensemble approach combining several machine-

learning classifiers (Naïve Bayes, support vector machine (SVM), and boosting) to identify 

scientifically sound studies. The classifier had five basic features: words, MEDLINE 

metadata, sematic predications, relations, and UMLS concepts. The classifier was trained 

on 10,000 randomly selected citations, and achieved 82.5% precision and 84.3% recall on 

an independent test set of 2000 citations.  

 Cohen et al. [30-33] also explored machine-learning approaches to help prioritize 

citations for screening in drug effectiveness reviews.  They employed the Support Vector 

Machine (SVM) algorithm to train a number of features extracted from MEDLINE 

citations such as unigram, n-gram, MeSH terms, and UMLS concepts. Their classifiers 
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achieved decent performance in cross-validation and prospective evaluations. Their ML 

classifiers have the potential to improve the ranking ability of information retrieval 

systems. However, in systematic reviews, new questions are often raised that do not have 

sufficient past data to train a competent machine-learning model. Therefore, standard 

ranking algorithms of search engine and general purpose ML classifiers (e.g., Kilicoglu’s 

classifier) are more generalizable and scalable than topic-specific ML classifiers. 

2.4 Information Extraction 

2.4.1 Extraction From Full-Text Reports 

 Information extraction research in the past decade has investigated automated 

technique to extract study characteristics from the biomedical literature. However, the goal 

of automating or semiautomating data extraction for systematic reviews still needs further 

research. In a recent systematic review, Jonnalagadda et al. found there was no IE system 

that has been tailored to the systematic review process [34]. Previous IE systems focused 

on only 1 to 7 data elements out of 52 data elements commonly used in systematic reviews. 

To optimally benefit systematic reviews, IE systems need to extract data elements directly 

from full-text reports since this is a standard requirement for data extraction in the 

development of systematic reviews. 

 Kiritchenko et al. [35, 36] developed a tool called “ExaCT”, which extracts 21 clinical 

trial data elements to help human reviewers in compiling a clinical trial database. Their 

method first used a machine-learning classifier to select top 5 relevant sentences for each 

element, then used hand-crafted weak extraction rules (i.e., regular expression matching) 

to collect values for each element. ExaCT takes full-text inputs from journal websites in 

HTML or XML formats. 
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 Lin et al. [37] used a conditional random field approach to extract 3 publication 

metadata elements and 10 key study characteristics from full-text reports related to 

oncological and cardiovascular studies. They chose Rich Text Format (RTF) files 

downloaded from PubMed Central (PMC) as the sources of extraction. RTF is a proprietary 

document file format developed by Microsoft Corporation. At present, PMC no longer 

supports RTF download. Zhu et al. [38] employed rule-based approach based on 

constituency-tree parser to extract patient-related attributes.  This study collected texts 

from Trip Answers and PubMed websites. 

2.4.2 Extraction From PDF Reports 

 To our knowledge, there has been no research on PDF extraction to support systematic 

reviews.  Most previous studies on PDF extraction focused on recognition of logical 

document structure, or extraction of basic elements that are not used in systematic reviews. 

Table 2.1 summarizes a representative set of PDF extraction studies and the target data 

elements.  

Table 2.1 - Summary of data elements used in PDF extraction studies. 

Authors/Software name Data elements 
Chao and Fan [39] Text Layer, Image Layer, Vector Graphic Layer 

Constantin et al. [40]  Title, author, abstract, body text, section, figure, table, 
reference, url, email, page number, side note 

Kboubi [41] Table, Cell 

Klampfl et al. [42, 43] Table, Cell, Metadata, Decorations, Captions, Main Texts, 
Headings,  

Kern et al. [44]  Title, Journal, Abstract, Author , E-Mail, Affiliation 

Luong [45] Title, table, figure, headers, references, page number, note, 
keywords, equation, email, copyright, author, affiliation. 

Oro et al. [46]  Table, Cell 



16 
 

 

 Studies that extract data elements from PDF reports that might potentially benefit 

systematic reviews are underinvestigated in the current state of text mining research. 

Garcia-Remesal et al. [47] developed an algorithm using the finite-state machine to extract 

amino acids from PDF documents.  They used PDFBox to extract raw texts and applied 

heuristic rules to recognize the amino acid sequences. Their method is specific to amino 

acid recognition, which lacks the generalizability to systematic reviews. In the data 

extraction step of systematic review development, common data elements such as patient 

population, intervention, and outcome mentions require more advanced natural language 

processing methods. In this dissertation research, we attempt to extract systematic review 

data elements from PDF reports for better supporting the data extraction process in the 

development of systematic reviews (Chapter 5 and Chapter 6). 
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3.1 Abstract 

 Literature database search is a crucial step in the development of clinical practice 

guidelines and systematic reviews. In the age of information technology, the process of 

literature search is still conducted manually, therefore it is costly, slow, and subject to 

human errors. In this research, we sought to improve the traditional search approach using 

innovative query expansion and citation ranking approaches. 

 We developed a citation retrieval system composed of query expansion and citation 

ranking methods. The methods are unsupervised and easily integrated over the PubMed 

search engine. To validate the system, we developed a gold standard consisting of citations 

that were systematically searched and screened to support the development of 

cardiovascular clinical practice guidelines. The expansion and ranking methods were 

evaluated separately and compared with baseline approaches. 

 Compared with the baseline PubMed expansion, the query expansion algorithm 

                                                 
1 D.D.A. Bui, S. Jonnalagadda, G. Del Fiol, Automatically finding relevant citations for clinical guideline 
development, J. Biomed. Inform. 57 (2015) 436-445. 
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improved recall (80.2% vs. 51.5%) with small loss on precision (0.4% vs. 0.6%). The 

algorithm could find all citations used to support a larger number of guideline 

recommendations than the baseline approach (64.5% vs. 37.2%, p<0.001). In addition, the 

citation ranking approach performed better than PubMed’s “most recent” ranking (average 

precision +6.5%, recall@k +21.1%, p<0.001), PubMed’s rank by “relevance” (average 

precision +6.1%, recall@k +14.8%, p<0.001), and the machine-learning classifier that 

identifies scientifically sound studies from MEDLINE citations (average precision +4.9%, 

recall@k +4.2%, p<0.001).  

 Our unsupervised query expansion and ranking techniques are more flexible and 

effective than PubMed’s default search engine behavior and the machine-learning 

classifier. Automated citation finding is promising to augment the traditional literature 

search.  

3.2. Introduction 

 The practice of evidence-based medicine requires integrating individual clinical 

expertise and the best available evidence in making decisions about patient care. However, 

health care practitioners have little time to keep up with the rapid growth in the biomedical 

literature. In 2009, there were about 25,400 peer-reviewed journals, and the number 

increases 3.5% a year [1]. Citations indexed in PubMed have grown from 4 million (pre 

1975) to 22 million today [2]. Each year, about 3000 clinical trial studies have posted 

results in ClinicalTrial.gov [3]. Fraser and Dunstan showed that it is almost impossible to 

keep up with the medical literature even within a narrow specialty [4]. In a review of 

information-seeking behavior, Davies showed that clinicians’ lack of time, issues with 

information technology, and limited search skills are top barriers for information searching 
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[5]. As a result, most clinical questions raised by clinicians at the point of care remain 

unanswered. In a recent systematic review, Del Fiol et al. showed that clinicians raised 

roughly one question out of every two patients seen and over 60% of these questions were 

not answered [6]. To cope with information overload, clinicians rely on existing expert-

compiled resources such as clinical practice guidelines (CPG) to fulfill their information 

needs [7]. However, the development and update of CPGs is costly, slow, and unable to 

keep up with the rate of new evidence in the medical literature. In a 2003 survey of 

guideline developers, the average cost for CPGs development was $200,000 per guideline 

in the United States [8]. High-quality guidelines that meet strict quality criteria [9, 10] 

require more time and resources. Time required for finishing peer-review for a cardiology 

guideline published by The American College of Cardiology (ACC) and American Heart 

Association (AHA) was from 12 to 18 months [11]. In summary, the rapid pace of new 

published literature can quickly make the CPGs outdated and suboptimal for clinical 

decision-making. 

 In guideline development, experts perform systematic reviews of the available 

evidence, which involves a series of scientifically rigorous steps [11]. The two first and 

important steps are a systematic literature search followed by screening for relevant 

citations. Literature search involves identifying possibly relevant studies from electronic 

literature databases. Citation screening involves quickly scanning abstract and full-text 

manuscripts to assess the eligibility of studies. Informatics research has investigated 

automated and semiautomated methods to aid with citation screening [12-16]. Fiszman et 

al. were among the first research groups introducing informatics solutions to support 

clinical guideline development [15, 16]. They developed a semantic filter to automatically 
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classify relevant citations. Similarly, Cohen et al. investigated a machine-learning 

approach to solve a classification problem in drug effectiveness reviews [12, 17]. To meet 

the needs of citation screening, those methods aimed for a balance between recall and 

precision. However, recall is more important than precision in systematic literature search. 

The 2011 ACCF/AHA’s manual for clinical guideline development described the need for 

literature search to be comprehensive, and key to the development of valid guidelines [11]. 

The Cochrane handbook for systematic reviews highlights that “searches should seek high 

sensitivity, which may result in relatively low precision.” [18]. In the present study, we 

investigated the literature search stage and aimed to maximize recall while controlling the 

impact on precision. We developed and assessed query expansion and ranking methods to 

enhance information retrieval performance in the context of clinical guideline 

development. The solution was based on an extension of PubMed’s search engine, 

optimized to retrieve and rank relevant studies for cardiovascular guidelines. 

 There have been previous works that we leveraged to inform our system [15-17, 19-

21]. Fiszman’s gold standard included citations that were used to support 30 clinical 

questions [16]. Our work sought for a larger gold standard, which includes citations to 

support more than 600 guideline recommendations. Research on query expansion showed 

that using MeSH concepts and MeSH hierarchy can improve performance of image 

retrieval and biological question retrieval [19, 20]. Our query expansion method was also 

based on finding relevant MeSH concepts, but was optimized to retrieve guideline 

conditions. 

 Traditional information retrieval or question answering systems rank documents by 

relevance or similarity to the user query. Generic queries (e.g., “heart failure”) can generate 
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thousands of documents that share the search keywords. PubMed by default sorts the 

results by recently added date, without considering relevancy and scientific quality. 

Informatics research has investigated machine-learning approaches to prioritize citation 

screening in systematic reviews [14, 22, 23]. Yet machine-learning approaches are 

arguably not flexible, since they require sufficient high-quality training data and often do 

not generalize well to new domains. Unsupervised ranking methods have been investigated 

in the citation retrieval studies by Jonnalagadda et al. [24, 25]. Their method assigned 

weights based on journal impact measures; however, the method validation was limited to 

the “heart failure” topic. In the present research, we developed novel unsupervised query 

expansion and citation ranking methods with a larger gold standard that includes 

cardiovascular conditions. We then compared the performance of these methods with 

PubMed’s query expansion and ranking, and a machine-learning classifier.  

3.3. Materials and Methods 

 Our study design consisted of three main parts: (1) development of a gold standard 

composed of studies used in the development of cardiovascular guidelines; (2) iterative 

development of a citation finding system composed of two main components: query 

expansion and citation ranking; and (3) evaluation of each system component using 

standard information retrieval metrics and comparison with baseline approaches. Figure 

3.1 depicts the summarization of our system architecture and study design.  

3.3.1 Gold Standard 

 The gold standard consisted of citations that have been used to support guideline 

practice recommendations. We focused on the cardiovascular guidelines published by the 
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Figure 3.1 - Overview of the citation finding system and the study design. 

American College of Cardiology (ACC) and the American Heart Association (AHA). The 

full revision cardiovascular guidelines developed by the ACC/AHA and published from 

2010 to 2014 were retrieved using a PubMed search. Since the majority of guideline topics 

are about complete management of a condition, we focused on retrieving condition topics 

in this study. Topics about interventions or diagnostic procedures are reserved for future 

research. For those guidelines discussing the comprehensive management of 

cardiovascular conditions, we performed the following steps to build the gold standard: (1) 

Extracted all the citations listed in the “References” section of the guideline; (2) extracted 

the guideline recommendations whose evidence sources were provided in the guideline and 

the citations that were used as evidence sources to support each recommendation; and (3) 

automatically mapped those citations in free-text to PubMed IDs using the NCBI Batch 

Citation Matcher tool [26]. Table 3.1 shows examples of guideline recommendations, 

supporting citations, and their corresponding PMIDs. 
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Table 3.1 - Examples of extracted guideline recommendations, supported citations, and 
PMID mappings for the “Guideline for the Management of Patients With Atrial 
Fibrillation” (2014). 

Guideline recommendations Supported citations 
Selection of antithrombotic 
therapy should be based on the 
risk of thromboembolism 
irrespective of whether the AF 
pattern is paroxysmal, 
persistent, or permanent (167-
170). 
 

167. New oral anticoagulants for stroke prevention in 
atrial fibrillation: impact of gender, heart failure, 
diabetes mellitus and paroxysmal atrial fibrillation [27]. 
PMID: 23253272 
168. Distribution and risk profile of paroxysmal, 
persistent, and permanent atrial fibrillation in routine 
clinical practice: insight from the real-life global survey 
evaluating patients with atrial fibrillation international 
registry [28]. PMID: 22787011 
169. Efficacy and safety of dabigatran compared to 
warfarin in patients with paroxysmal, persistent, and 
permanent atrial fibrillation: results from the RE-LY 
(Randomized Evaluation of Long-Term 
Anticoagulation Therapy) study [29]. PMID: 22361407 
170. Prevention of stroke in patients with atrial 
fibrillation: current strategies and future directions [30]. 
PMID: 25534093 

Control of the ventricular rate 
using a beta blocker or 
nondihydropyridine calcium 
channel antagonist is 
recommended for patients 
with paroxysmal, persistent, 
or permanent AF (267-269). 

267. Ventricular rate control in chronic atrial fibrillation 
during daily activity and programmed exercise: a 
crossover open-label study of five drug regimens [31]. 
PMID: 9973007 
268. Efficacy of oral diltiazem to control ventricular 
response in chronic atrial fibrillation at rest and during 
exercise [32]. PMID: 3805530 
269. The Atrial Fibrillation Follow-up Investigation of 
Rhythm Management (AFFIRM) study: approaches to 
control rate in atrial fibrillation [33].  
PMID: 15063430 
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Table 3.1 - continued 

Guideline recommendations Supported citations 
Intravenous administration of 
a beta blocker or 
nondihydropyridine calcium 
channel blocker is 
recommended to slow the 
ventricular heart rate in the 
acute setting in patients 
without preexcitation. 
In hemodynamically unstable 

patients, electrical 
cardioversion is indicated 

(270-273).  

270. Efficacy and safety of esmolol vs propranolol in 
the treatment of supraventricular tachyarrhythmias: a 
multicenter double-blind clinical trial [34]. PMID: 
3904379 
271. A placebo-controlled trial of continuous 
intravenous diltiazem infusion for 24-hour heart rate 
control during atrial fibrillation and atrial flutter: a 
multicenter study [35]. PMID: 1894861 
272. Intravenous diltiazem is superior to intravenous 
amiodarone or digoxin for achieving ventricular rate 
control in patients with acute uncomplicated atrial 
fibrillation [36]. PMID: 19487941 
273. Esmolol versus verapamil in the acute treatment of 
atrial fibrillation or atrial flutter [37]. PMID: 2564725 
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3.3.2 System Overview 

 The system is an extension of PubMed’s search engine to enhance the ability to retrieve 

citations for clinical guideline development. The system has a preprocessing stage and two 

other main stages: query expansion and document ranking. The query expansion stage aims 

to improve recall, while the document ranking aims to improve precision on top-ranked 

documents. 

3.3.2.1 Preprocessing 

 This step takes the title of the guideline as input and extracts the conditions of interest. 

Since there is little variation among guideline titles, we used simple regular expression 

rules such as words following “Patients With”, “diagnosis and treatment of”, and 

“management of” to extract main conditions from guideline titles (e.g., “Guideline for the 

Management of Patients With Atrial Fibrillation”, “Guideline for the diagnosis and 

treatment of hypertrophic cardiomyopathy”, “Guidelines for the diagnosis and 

management of patients with Thoracic Aortic Disease”). This step also detects whether a 

particular guideline focuses on one or more conditions. For instance, the phrase 

“Extracranial Carotid and Vertebral Artery Disease” was broken into two conditions: 

“Extracranial Carotid Disease” and “Vertebral Artery Disease”. 

3.3.2.2 Query Expansion 

 Based on the extracted condition terms, we conducted a search using PubMed’s default 

search behavior. When entering a query on the PubMed search interface, PubMed 

automatically expands the query to maximize recall. For instance, PubMed expands the 

query “atrial fibrillation” by injecting additional MeSH terms and keywords: "atrial 
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fibrillation"[MeSH concepts] OR ("atrial"[All Fields] AND "fibrillation"[All Fields]) OR 

"atrial fibrillation"[All Fields]. We used the results of PubMed expansion as the baseline 

to compare with our expansion approach.  Our approach aims to find relevant and 

meaningful MeSH terms of the condition topics. Additional MeSH terms were injected to 

original query using the Boolean OR operator.  

 We consistently applied a set of filters (i.e., publication date, human study, and English 

language) for all queries generated. We considered other filters, such as hasabstract and the 

Haynes clinical filters[38], but those filters led to missing important eligible studies.   

 We developed an algorithm (Figure 3.2) to expand the seed query using MeSH 

 Figure 3.2 - Pseudo-code for the query expansion algorithm. 
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resources (MeSH descriptors, MeSH Tree) and a natural language processing application 

(MetaMap [39]). The algorithm takes input as a single search query and outputs the 

expanded query. If there are multiple queries (multiple conditions), they were joined by the 

Boolean OR operator. Eventually, the query is adjusted by the common filter and applied 

the PubMed sorting mechanisms. To conduct a PubMed query, we formulated the PubMed 

query into the URL syntax and used the Entrez Programming Utilities (E-utilities) [40] to 

submit and retrieve results from the NCBI servers. The algorithm uses the following 

methods to find relevant MeSH concepts. 

 Disorder concept expansion attempts to find MeSH concepts that best describe the 

condition of interest using a concept-mapping method. We used MetaMap [41] to map 

narrative terms found in the Preprocessing stage into UMLS concepts. MetaMap was 

restricted to the MeSH terminology. The UMLS concepts were translated to MeSH 

concepts by querying the MRCONSO table [42]. We used the MeSH descriptors and 

MeSH Tree [43] to populate MeSH metadata and select concepts that have the semantic 

type “Disease or Syndrome”. Concepts whose ancestors have this semantic type were also 

extracted.  

 Statistical expansion is based on the assumption that documents are likely relevant to a 

query if the extracted terms are mentioned in the document titles. The statistical expansion 

method first retrieved all articles that include the exact search term in the title. MeSH 

concepts of those articles were retrieved, aggregated, and sorted by frequency. The highest 

frequency concept having the semantic type “Disease or Syndrome” was selected. The 

statistical expansion is triggered if the concept-mapping approach does not recognize any 

concepts.   
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 In some guidelines, the condition of interest is related to abnormalities in specific 

anatomical locations (e.g., heart valves, aortic valve). In exploratory work, we observed 

that using body-part concepts could improve recall in some queries. To find body-part 

concepts, we run MetaMap on the disorder concept entry terms, filter out the generic 

concepts, and select concepts having the semantic type “Body Part, Organ, or Organ 

Component”. 

 Parent expansion looks for direct parent concepts by iteratively traversing the MeSH 

Tree. Using parent concepts in some circumstances can improve recall, but may 

substantially impact precision. Hence, the algorithm only uses parent expansion when the 

expansion set has not reached a specific threshold, and disables expansion to other MeSH 

children (e.g., using tag [MESH: NOEXP]).  

 We maintain a stop list of MeSH concepts to be filtered out from expansion. The list 

contains three general concepts for cardiovascular topics: Disease, Heart Diseases, and 

Heart. We investigated the technique to generate the stop list automatically, but it was not 

quite as successful as constructing manually. Our strategy is to test the algorithm in more 

diverse topics until we identify a pattern for a successful stop list. 

3.3.2.3 Document Ranking 

 We present three ways searchers can obtain a ranked list of citations: (1) Use PubMed’s 

sorting functionalities, (2) Use a general-purpose machine-learning classifier to identify 

clinical sound studies, and (3) Use our proposed scoring approach for clinical research 

studies.  
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3.3.2.3.1 PubMed sorting functionalities 

 PubMed offers 7 ways to sort order for search results: Most Recent, Relevance, 

Publication Date, First Author, Last Author, Journal, and Title. Most Recent is PubMed’s 

default sorting and ranks citations by the time they were added to the MEDLINE database. 

The Relevance sort uses PubMed’s internal algorithm to assign weight to citations 

depending on the frequency search terms are found and the fields in which they are found 

[44]. We used and evaluated the Most Recent and Relevance sorts to compare with our 

proposed ranking approach. The other sorts based on publication time and alphabetical 

orders are less likely to identify relevant citations. 

3.3.2.3.2 A machine-learning approach  

 In 2009, Kilicoglu et al. implemented an ensemble approach combining several 

machine-learning classifiers (Naïve Bayes, support vector machine (SVM), and boosting) 

to identify scientifically rigorous studies [45]. The classifier was built on five basic 

features: words, MEDLINE metadata, semantic predications, relations, and UMLS 

concepts. In the original study, the classifier trained on 10,000 citations could achieve 

82.5% precision and 84.3% recall on an unseen test set of 2000 citations. The classifier 

outputs the probability a citation is scientifically rigorous. We used this classifier as the 

baseline ranking approach.  

3.3.2.3.3 Clinical research scoring approach 

We propose an alternative method for ranking MEDLINE citations using three 

dimensions: MeSH majority, study design, and journal ranking. These dimensions attempt 
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to capture three characteristics that are desirable for retrieved studies: relevancy, study 

quality, and study impact. 

A PubMed document can be indexed with multiple MeSH concepts, but only a small 

subset are indexed as “major topic.” Using the expanded MeSH concepts from the query 

expansion stage, we assigned a MeSH Majority score of 2.0 if one of the MeSH concepts 

or any of its children was tagged as a major topic. Otherwise, a MeSH score of 1.0 was 

applied. 

We assign a Study Design (SD) score to a study based on the publication type of the 

retrieved document (score 4.0: Practice Guideline, Guideline, Review with Meta-Analysis; 

score 3.0: Randomized Controlled Trial; score 2.0: Clinical Trial, Controlled Clinical Trial, 

Case-Control Studies, Cohort Studies, Longitudinal Studies, Cross-Sectional Studies, 

Cross-Over Studies, Observational Study, Evaluation Studies, Validation Studies, 

Comparative Study; and score 1.0: any other types). The rationale for the SD scoring was 

adapted from the GRADE system [18]. If a study has multiple publication types, the 

maximum SD score found on the matrix is chosen. The SD score is increased with the 

presence of blinding methods (single-blinded method +0.1, double-blinded method +0.2) 

and setting (multicenter study +0.1). The adjustment for specific randomization method 

and setting is a simple way to resolve tiebreaker if multiple studies shared the general study 

design. Such values could be adjusted by the subjective rating in different systematic 

review projects. 

Journal ranking is an estimation of the scientific quality and clinical impact of the study 

based on the popularity of the publishing source. We used the open-access SCImago 

Journal Rank (SJR), an impact factor metric, published by Scopus in 2012. The National 
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Library of Medicine’s (NLM) journal records were mapped to Scopus’ records using the 

journal’s ISSN number, from which we retrieve the SJR metric.  

 Finally, the ranking score is calculated by multiplying all three metrics (ranking score= 

MeSHMajorScore * SD score * SJR). Since those metrics are independent, multiplication 

was considered to be the most appropriate method to aggregate the three metrics.  

3.3.3 Evaluation 

 We used the gold standard described above to evaluate the query expansion and the 

ranking algorithms. We tested the following hypotheses: H1: the query expansion 

algorithm retrieves a perfect set of citations for a larger number of guideline 

recommendations than the PubMed expansion approach; and H2: the citation scoring 

approach has better recall at k than the machine-learning classifier and the standard 

PubMed sort mechanisms.  

 In addition, we compared the algorithm performance in terms of standard information 

retrieval metrics. For the query expansion task, we measured recall and precision. The 

query expansion task was aimed to maximize recall while controlling impact on precision. 

We define the metric “Seeding Recall” to measure the ability of finding seed studies used 

to generate guideline recommendations. A practice recommendation can be synthesized 

from one or multiple studies. In the initial literature search, finding seed studies appeared 

in as many recommendations as necessary to understand the scope of the problem and 

guide future literature search. 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓  𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
 (1) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓  𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
 (2) 
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𝑆𝑒𝑒𝑑𝑖𝑛𝑔 𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑤ℎ𝑖𝑐ℎ 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑖𝑠 𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑐𝑜𝑚𝑚𝑒𝑛𝑑𝑎𝑡𝑖𝑜𝑛𝑠
 (3) 

 To evaluate the ranking algorithms, we used the average precision metric. For a ranked 

list of documents, average precision is calculated by 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
1

𝑟
∑ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑅𝑘)𝑟

𝑘=1  where r is the number of relevant 

documents, and Rk is the position of the kth relevant document in the ranked list.  

Precision at k (precision@k) and recall at k (recall@k) are defined as follows: 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑘) = 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓  𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡𝑜𝑝 𝑘𝑡ℎ 𝑙𝑖𝑠𝑡

𝑘
 (4) 

𝑟𝑒𝑐𝑎𝑙𝑙(𝑘) = 𝑟𝑒𝑐𝑎𝑙𝑙@𝑘 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓  𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡𝑜𝑝 𝑘𝑡ℎ 𝑙𝑖𝑠𝑡

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠
 (5) 

 To test the H1 hypothesis, we convert the data to a binary outcome. We assigned TRUE 

if all citations for a recommendation were retrieved, and FALSE otherwise. The chi-square 

statistical test was used to assess the significance of the differences. To test the H2 

hypothesis, we measured recall@k in all k positions and used the Wilcoxon signed rank 

test to assess the significance of the differences found. 

3.4. Results 

 From 2010 to 2014, the American College of Cardiology (ACC) published 17 

guidelines about cardiovascular topics. Four of them are Focus Update releases. We 

excluded those releases since the development process for the Focus Updates does not 

include a systematic search.  Five guidelines were not on the comprehensive management 

of a condition and were also excluded. These guidelines covered narrower subtopics of 

diagnosis or treatment such as Secondary Prevention, Blood Cholesterol Treatment, and 

Coronary Artery Bypass Graft Surgery. Although it is possible to develop filters to target 

those subtopics, we decided not to cover them in this research. Eight guidelines met our 
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inclusion criteria as summarized in Table 3.2. We were able to extract 653 practice 

recommendations, which cited 1863 citations. Of those, we were able to find PubMed IDs 

(PMIDs) in 1848 citations (99.2 %). A small portion of citations such as book chapters, 

online resources (e.g., FDA site), and studies not indexed in MEDLINE did not have 

PMIDs. 

 The query expansion performance and comparison are summarized in Table 3.3. 

Overall, the query expansion algorithm achieved recall of 80.2% and seeding recall of 

90.1%. In comparison with the default PubMed expansion, the algorithm improved recall  

Table 3.2 - Included cardiovascular guidelines along with their recommendations and the 
citations used to support recommendations. 

Authors Year Title Recomm
endations 

Citations 
w/ PMID 

Citations 
w/o 
PMID 

January et 
al. [46] 2014 Guideline for the Management of 

Patients With Atrial Fibrillation 62 132 1 

Brott et al. 
[47] 2010 

Guideline on the Management of 
Patients With Extracranial Carotid 
and Vertebral Artery Disease 

34 70 1 

Gersh et 
al. [48] 2011 

Guideline for the diagnosis and 
treatment of hypertrophic 
cardiomyopathy 

74 175 0 

Yancy et 
al. [49] 2013 Guideline for the management of 

heart failure 97 317 1 

O'Gara et 
at. [50] 2013 Guideline for the management of 

ST-elevation myocardial infarction 83 216 0 

Fihn et al. 
[51] 2012 

Guideline for the diagnosis and 
management of patients with 
stable ischemic heart disease 

123 407 4 

Hiratzka et 
al. [52] 2010 

Guidelines for the diagnosis and 
management of patients with 
Thoracic Aortic Disease 

63 156 4 

Nishimura 
et al. [53] 2014 

Guideline for the Management of 
Patients With Valvular Heart 
Disease 

117 375 4 
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Table 3.3 - Comparison between PubMed expansion and MeSH expansion algorithm. 

 Default PubMed 
Expansion 

MeSH Expansion Mean 
Difference 

Recall % (SD) 51.5 (35.5) 80.2 (5.1) 28.7 (31.7) 

Seeding recall % (SD) 63.5 (31.6) 90.1 (6.1) 26.5 (29.6) 

Precision % (SD) 0.6 (0.5) 0.4 (0.5) -0.2 (0.3) 

Recommendations for 
which all citations were 
found % 

37.2 64.5 27.3 

 

by 28.7% and seeding recall by 26.5% with a 0.2% drop in precision. The ability to find 

seed studies (seeding recall) improved by 26.6%. Our query expansion algorithm could  

find all citations for more guideline recommendations than the default PubMed expansion 

(64.5% vs. 37.2%, p<0.0001). 

 For citation ranking, the clinical research scoring approach had the best average 

precision of 7% compared to 2.1% machine-learning classifier, 0.9% PubMed’s sort by 

relevance, 0.5% PubMed’s sort by Most Recent (Table 3.4). Similarly, the scoring 

approach had the highest average recall@k, improved 4.2% over the machine-learning  

classifier (66.2% vs 62%, p<0.001), 14.8% over PubMed’s sort by Relevance (66.2% vs. 

51.4%, p<0.001), and 21.1% over PubMed’s sort by Most Recent (66.2% vs. 45.1%,  

Table 3.4 - Performance comparison among various ranking approaches. 

 PubMed’s 
sorting by 

Most Recent 

PubMed’s 
sorting by 
Relevance 

Kilicoglu’s 
Machine-learning 

classifier 

Clinical research 
scoring 

approach 
Average precision 
% (SD) 

0.5 (0.7) 0.9 (1.0) 2.1(1.7) 7.0 (4.8) 

Recall@k % (SD) 45.1 (26.2) 51.4 (23.5) 62 (18.6) 66.2 (15.6) 
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p<0.001). In Figure 3.3, we illustrate the recall@k at various kth position in the ranked list. 

Overall, PubMed’s sorts essentially performed worse than machine-learning classifier and 

the scoring approach. The curve of the scoring approach outperformed the machine-

learning curve for most of the guidelines, especially at lower levels of k. However, the 

difference was significant in some guidelines (Hypertrophic Cardiomyopathy, Heart 

Failure, Thoracic Aortic Disease, Valvular Heart Disease), while only nonsignificantly 

improved in other guidelines. 

3.5. Discussion 

3.5.1. Significance 

 We developed and evaluated an automated approach to retrieve relevant and high-

quality citations from PubMed. The approach can be used to assist the development of  

 

Figure 3.3 - Recall@k at various kth positions of 4 ranking methods in each of the 
cardiology guideline. 
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clinical guidelines and systematic reviews. The results showed that our proposed method 

outperformed the default PubMed query expansion in terms of recall (80.2% vs. 51.5%) 

and seeding recall (90% vs. 63.5%), with a nonsignificant loss in precision (0.6% vs. 0.4%; 

p=0.09). In addition, the method could find all citations for a larger number of guideline 

recommendations than the PubMed expansion (64.5% vs. 37.2%, p<0.0001). The results 

reflect the goal of systematic search, that is, to maximize recall to identify all relevant 

studies while controlling impact on precision to keep the results manageable. 

 We experienced a stable recall variance on all guideline topics (stddev = 5.1), however, 

the improving effect variance was high (stddev = 31.7). A subsequent analysis showed that 

three topics “atrial fibrillation”, “hypertrophic cardiomyopathy”, and “heart failure” had 

no improvement on recall, partially because the baseline PubMed expansion achieved good 

performance (avg recall 85.1%). All other topics had improvements in recall. The greatest 

improvement was seen in the topic “Extracranial Carotid and Vertebral Artery Disease”, 

in which PubMed expansion did not perform well. The query expansion algorithm was able 

to find supporting MeSH terms such as “Carotid Artery Diseases”, “Vertebrobasilar 

Insufficiency”, ” Brain Ischemia”, and “Cerebrovascular Disorders”, and recall was 

improved by 70%. 

 The system achieved precision of 0.6% versus 0.8% with PubMed expansion. 

Therefore, we deem the system’s precision performance was acceptable and comparable 

with existing methods. Achieving good precision is difficult and secondary for systematic 

search. In fact, the manual search approach achieved precision below 1% [54-56]. The poor 

precision can be attributed to the main goal of systematic search, which is to be exhaustive. 

Therefore, the queries were generally designed to be able to capture all potentially relevant 
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candidates. In addition, some systematic reviews had specific inclusion/exclusion criteria 

which are not easily represented in the search queries without risking loss of recall. Further 

efforts to improve precision relate to previous works on document classification, in which 

training data to predict the inclusion/exclusion patterns is required [12, 17].  

 The citation ranking method proposed in this research used a simple light-weight 

approach that is independent of training data. Furthermore, the proposed approach 

improved ranking performance of the standard PubMed’s ranking by “most recent” 

(average precision +6.5%, recall@k +21.1%, p<0.001), PubMed’s ranking by “relevance” 

(average precision +6.1%, recall@k +14.8%, p<0.001), and the general purpose machine-

learning classifier (average precision +4.9%, recall@k +4.2%, p<0.001). 

3.5.2. Implications 

 In the development of systematic reviews, manual search is considered the state-of-the-

art approach, but it does not guarantee perfect recall. The quality of the search is essentially 

impacted by skills, experience, and domain knowledge of searchers on the review topics. 

A common approach to improve recall is to gather results from multiple sources either from 

different search strategies or from domain experts. The American College of Cardiology 

Foundation (ACCF) recommends clinicians to perform their own search along with 

systematic search by skilled librarians [11]. Our method is not intended to completely 

replace the manual process. However, it can serve as starting point or as a reference list to 

augment the manual search approach. For example, taking our dataset, if reviewers screen 

the top 100 citations retrieved by our system, they would be able to find 16.2% of the 

citations included in the guidelines and seed citations for 24.4% of the guideline 

recommendations. Another potential approach is to use citation tracking by examining 
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articles that cite or are cited by seed citations. The seeding recall metric used in our study 

provides a measure of algorithm performance in this respect. The system was able to find 

the seed studies for 90% of the guideline recommendations.   

 Ranking studies by relevancy and scientific rigor might be useful to help prioritize early 

stages in the development of systematic reviews. A good ranking mechanism increases the 

odds of finding relevant studies with less effort. Previous studies on work prioritization 

[22, 23] favor using machine-learning methods, which use previous manual screening as 

labeled data to train classifiers. However, in systematic search, new questions are often 

raised that have insufficient historical data to train a competent machine-learning model. 

As a result, searchers often rely on standard functionalities of search engines, or ML 

classifiers that were trained on broad topics. Our experiments showed that standard ranking 

methods of biomedical search engines and a general purpose ML classifier can be further 

improved using heuristics such as MeSH majority, research design, and journal ranking. 

These heuristics are independent of the training data and not specific to any particular 

guideline topic or domain.  

 This study focuses on cardiovascular guideline as our domain of interest; however, the 

proposed techniques are applicable to a literature search in general. First, the system 

employed reusable expansion techniques to identify relevant MeSH concepts (concept-

mapping, statistical, and MeSH Tree traversing) that are not specific to cardiology and 

should work well in any other domain related to treatment. For areas other than diseases 

(e.g., procedures), the algorithm could be adapted by using different semantic types. For 

example, a review topic focused on an intervention procedure could use semantic type 

“Therapeutic or Preventive Procedure”. Secondly, our ranking approach was based on three 
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factors: MeSH Majority, Study Design, and Journal Ranking. MeSH Majority and Journal 

Ranking information can always be found in MEDLINE and Scopus. The assignment of 

the study design (SD) score is adapted from the GRADE approach [18], which is widely 

used in the assessment of evidence quality independent of clinical domain. 

3.5.3. Limitations 

 This study has five main limitations. First, our gold standard consists of eight 

guidelines, which limits the generalizability of our findings. However, the guidelines we 

selected represent a broad coverage in the important field of cardiovascular diseases. In 

2010, ACCF/AHA published a methodology manual that mandated all practice 

recommendations grade A and B to be accompanied with citations to the evidence sources.  

This practice will help expand the size and breadth of gold standards in future studies. 

Second, our research was limited to guidelines on the treatment of cardiovascular diseases, 

so it is unknown whether the results generalize to other domains. Yet our approach did not 

use any methods that were specific to cardiovascular diseases, so it is expected that the 

methods will generalize to other domains and topics. Third, our query expansion algorithm 

uses an ad-hoc threshold (5000) for triggering parent concept expansion. The selection of 

this threshold was somewhat arbitrary and can be improved further based on heuristics 

such as the descriptive statistics of retrieved documents. Fourth, our system achieved low 

precision that is common and secondary in systematic search. Previous techniques based 

on automated and semiautomated document classification to support citation screening 

could be used to improve precision. For example, Cohen et al. showed that optimize 

machine-learning algorithm parameters improved the classification performance [12, 23]. 

However, their approach needs to customize classifier for specific drug questions, which 
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made the solution difficult to scale given the diversity of clinical systematic review queries.  

Last, we did not retrain Kilicoglu’s classifier with our dataset and use the classifier 

developed in their original research [45]. In the early stage of literature search, the lack of 

labeled data made it difficult to train a competent machine-learning classifier. 

3.5.4. Future Studies 

 Areas that warrant further investigation include improving overall precision using 

automated and semiautomated document classification techniques; expanding the gold 

standard beyond cardiovascular topics; improving the method to distinguish diagnosis and 

treatment topics; and applying the method to other types of systematic review, such as 

Cochrane systematic reviews, and drug effectiveness reviews. 

3.6. Conclusion 

 We present informatics solutions to improve the retrieval performance of high-quality 

studies to support the development of clinical guidelines in the cardiovascular domain. 

Overall, our methods are unsupervised and integrated over a widely used biomedical search 

engine (PubMed). The methods showed improved recall over standard PubMed’s query 

expansion and rankings and a general-purpose machine-learning classifier.  The proposed 

approach could be used to aid the systematic search and screening process in the 

development of systematic reviews and clinical guidelines.  
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4.1 Abstract 

 Data extraction from original study reports is a time-consuming, error-prone process in 

systematic review development. Information extraction (IE) systems have the potential to 

assist humans in the extraction task, however majority of IE systems were not designed to 

work on Portable Document Format (PDF) document, an important and common extraction 

source for systematic review. In a PDF document, narrative content is often mixed with 

publication metadata or semistructured text, which add challenges to the underlining 

natural language processing algorithm. Our goal is to categorize PDF texts for strategic use 

by IE systems.  

 We used an open-source tool to extract raw texts from a PDF document and developed 

a text classification algorithm that follows a multipass sieve framework to automatically 

classify PDF text snippets (for brevity, texts) into TITLE, ABSTRACT, BODYTEXT, 

SEMISTRUCTURE,  and  METADATA   categories. To   validate   the   algorithm,  we  

                                                 
2 D.D.A. Bui, G. Del Fiol, S. Jonnalagadda, PDF text classification to leverage information extraction from 
publication reports, J. Biomed. Inform. (2016). 
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developed a gold standard of PDF reports that were included in the development of 

previous systematic reviews by the Cochrane Collaboration. In a two-step procedure, we 

evaluated (1)  classification performance and compared it with machine-learning classifier, 

and (2) the effects of the algorithm on an IE system that extracts clinical outcome  

mentions. 

 The multipass sieve algorithm achieved an accuracy of 92.6%, which is 11.9% 

(p<0.001) higher than that of the machine-learning classifier. F-measure improvements 

were observed in the classification of TITLE (+2.1%), ABSTRACT (+19.8%), 

BODYTEXT (+4.7%), SEMISTRUCTURE (+37.8%), and METADATA (+23.7%). In 

addition, use of the algorithm to filter semistructured texts and publication metadata 

improved performance of the outcome extraction system (F-measure +4.3%, p<0.001). It 

also reduced of number of sentences to be processed by 46.5%, which reduced processing 

time without causing performance loss. 

 The rule-based multipass sieve framework can be used effectively in categorizing texts 

extracted from PDF documents. Text classification is an important prerequisite step to 

leverage information extraction from PDF documents. 

4.2. Introduction 

 Systematic reviews (SRs) are important expert-synthesized information sources to 

enable  evidence-based  medicine  practice [1]. However,  the  production and updating  of 

SRs are often costly, slow,  and unable to keep pace with the rapid growth of  the 

biomedical literature [2, 3]. The total expenditure of the Cochrane Collaboration, a 

prominent SR development organization, in fiscal year 2011 was $2.4 million [4], and that 

number  increased  to  $3.9  million  in  2013 [5]. Citations  indexed in PubMed  have 
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grown from 4 million (pre-1975) to 22 million today [3]. It takes 2.5 to 6.5 years for a 

primary  study publication to be included and published in a new SR [6]. About 23% of 

SRs have not been updated with new evidence within 2 years after  the first  publication 

[6], and many clinical questions are not addressed in existing SRs [7]. As a result, SRs 

quickly become outdated and suboptimal for patient care. This is partially because the SR 

process involves many labor-intensive manual steps, which face human  limitations such 

as limited time and resources, and human inconsistency and errors. This situation 

highlights the need for investigating computer techniques to aid humans in SR 

development. 

 The SR process involves a series of scientifically rigorous steps, such as citation 

searching, abstract screening, full-text screening, data extraction, and article appraisal. 

Data extraction to generate evidence summaries is one of the most important and time-

consuming steps in SR development [8]. Natural language processing (NLP) research in 

the past decade has investigated techniques to extract study characteristics from biomedical 

publications [9-18]. Those techniques have the potential to optimize the manual data 

extraction process; however, there are research gaps that have not been filled. One of the 

gaps that we choose to address in the present study concerns the heterogeneity of the digital 

document format. Present information extraction (IE) studies select sources of extraction 

from MEDLINE abstracts, PubMed Central (PMC) archives, and journal websites [11, 16, 

18] available in HyperText Markup Language (HTML) format. However, the data 

extraction practice requires that the source of extraction be the original full-text study 

reports [8], and the most common format for full-text reports is the Portable Document 

Format (PDF). 
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 NLP research on PDF documents faces several challenges. In a PDF document, 

narrative content is often mixed with publication metadata (header, footer, author 

information, journal information, etc) and semistructured text (tables or figures). 

Publication metadata are often not relevant to the extraction goal and can add noise to the 

NLP system. Semistructured text can contain relevant information, but it does not adhere 

to grammatical rules and requires different extraction strategies than narrative text. 

Therefore, categorizing the text snippets (texts) in a PDF document is a necessary first step 

to design an optimal extraction strategy. 

 There have been studies on document structure recognition that sought to recover the 

logical structure from PDF documents. Commonly used approaches were machine-

learning [19-22] and rule-based or heuristics [23-28]. A rich number of PDF features have 

been used, including text pattern, format, spatial coordinates, and page boundary. Those 

methods used different approaches to recognize the PDF structure, and their performances 

also varied. None of the previous studies have been evaluated with practical real-world 

applications; therefore, the usefulness of PDF structure recognition for IE or text mining 

has not been validated. In the present research, we present an alternative approach to 

recognizing PDF structure. We used an open-source PDF library (PDFBox) to extract raw 

texts and metadata from PDF files and applied the novel rule-based multipass sieve 

approach for text classification. The algorithm was evaluated against PDF reports used in 

the development of Cochrane reviews. A two-step evaluation was performed. First, 

classification performance was measured and compared against a machine-learning 

classifier. Then, the algorithm’s impact on an IE system was evaluated. 



56 
 

 

4.3. Materials and Methods 

 Our study has three main parts: (a) development of a gold standard for PDF text 

classification and outcome extraction task, (b) development of a multipass sieve algorithm 

for PDF text classification, and (c.1) evaluation of the performance of the 

multipass sieve algorithm and comparison with a machine-learning approach, and (c.2) 

evaluation of the impact of PDF text classification on IE performance. The system 

architecture and the study design are summarized in Figure 4.1. 

4.3.1. Gold Standard 

 Cochrane reviews on the subject “heart and circulation” that were published after 

October 2014 were retrieved from the Cochrane Library web interface. In each review, we 

located the included primary studies and searched for the PDF reports. To narrow the 

research focus to clinical trials and facilitate the IE task, we excluded nonrandomized 

control trials and studies that had been reported in multiple publications.  

 

Figure 4.1 - The system architecture and the study design. 
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 To build the text classification corpus, we used the PDFBox tool to extract raw texts 

from the PDF reports. Texts extracted by using PDFBox are similar to the characteristics 

of text copied and pasted directly from a PDF reader. The principal structure is lost and 

texts are broken into multiple lines of text snippets. We then used the GATE annotation 

tool [29] to annotate text snippets into five categories: TITLE, ABSTRACT, BODYTEXT, 

SEMISTRUCTURE, and METADATA. The METADATA labels were assigned to text 

snippets related to citation information, such as authorship, journal name, header/footer, 

and references. The SEMISTRUCTURE labels were assigned to text snippets that 

consisted of tables or figures. The TITLE and ABSTRACT labels were assigned to snippets 

that were the title and abstract of the document, respectively. The remainder of the text 

snippets were assigned the BODYTEXT label.  

 In the next stage, we developed the gold standard for IE of study outcomes. Study 

outcomes are the extracted data elements commonly reported in the evidence summary of 

Cochrane reviews. They are the measurements used to assess a study hypothesis. We 

started with the  outcome values  reported  in  the Cochrane evidence summary and 

extended  by  reviewing  full-text  manuscripts to validate and supplement the gold 

standard. Specifically, we looked for synonymous mentions (e.g., abbreviations), and 

outcome mentions such as adverse events and side effects that were not completely 

reported. High-level measurements (e.g., “antihypertensive efficacy”) were replaced with 

specific measures that described how a measurement was operationalized  (e.g., “blood 

pressure”).  This effort served to correctly estimate recall of the system,  because  

sometimes the evidence summary table reported only measures relevant to the review 

questions. 
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4.3.2. The MultiPass Sieve Algorithm 

 We followed a multipass sieve framework to classify text snippets. In previous studies, 

the multipass sieve framework has been successfully applied to solve co-reference 

resolution problems [30, 31]. The framework favors applying multiple independent sieves 

to solve the problem rather than using a singlepass model. The multipass sieve model 

includes a succession of multiple independent sieves, and each contains a set of rules to 

target specific data elements. To implement effective rules, we used standard features of 

PDFBox to extract raw texts, font type, font size, page boundary, and paragraph boundary. 

In addition, we used the named-entity recognition feature of the Stanford NLP tool to 

identify whether text snippets contain PERSON, ORGANIZATION, or LOCATION 

entities. MEDLINE resources such as abstract, title, and author names were also used. To 

facilitate rule maintenance, we implemented the following sieve configurations: begin 

condition, directionality, pass condition, stop condition, and repetition. The configurations 

are varied in different sieves and optimized to recognize specific types of text snippet. 

 If one of the begin condition rules is met, the sieve triggers the discovery process. Many 

of the begin conditions are dictionary matching rules such as looking up a prebuilt section-

heading collection. For instance, to identify author metadata, we look for snippets having 

patterns such as “correspondence to:”, “author affiliations”, and “financial disclosures”.  

 Directionality defines the direction to which the sieve moves to compute the next 

snippets in the document. Typically, the directionality for specific labels is statically 

configured to either the UP or DOWN direction. For TABLE and FIGURE labels, the 

directionalities are dynamically configured. The sieve chooses direction dynamically based 

on an examination of the surrounding contexts. 
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 The sieve assigns the target label to the snippet if the pass condition is met. The sieve 

stops the discovery process if the condition is met. Stop condition prevents the sieve from 

aggressively expanding to other sections. A frequently used stop condition is the first 

failure of the Pass Condition, but there are other rules, such as matching common content 

headings and maximum page number limit. 

 Repetition defines the number of times the sieve is repeated. The sieve can be repeated 

one or many times. A difficult case involves the sieve recognition of ABSTRACT snippets. 

Abstract texts are sometimes divided into two clusters of texts. Therefore, we configured 

the sieve repetition of two times to capture those clusters. 

 Table 4.1 describes the full multipass sieve algorithm. The recognition of METADATA 

labels is subdivided into recognition of HEADER, FOOTER, KEYWORD, AUTHOR, 

JOURNAL, and REFERENCE. We built FIGURE and TABLE sieves to recognize 

SEMISTRUCTURE text snippets. Last, all unlabeled snippets were assigned to 

BODYTEXT labels. 

4.3.3. Machine-learning Classifier 

 We implemented a baseline machine-learning approach to compare with the multipass 

sieve algorithm. To train the ML classifier, we used a Support Vector Machine algorithm 

with the Sequential Minimal Optimization (SMO) implementation. The Support Vector 

Machine SMO has been commonly and successfully applied in many text classification 

studies [32-34]. The SMO algorithm was implemented with the WEKA data mining 

software with a linear kernel; default values were used for all other SMO parameters. We 

used eight features: length of the snippet, paragraph number, page number, whether the 

snippet was in the document’s main font, font size, whether the snippet was contained in  
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Table 4.1 - The full description of multipass sieve algorithm (R=Rule). 

Target 
Element Begin Condition Pass Condition Stop Condition Direction/ 

Repetition 

HEADER 

R1: Begin of page AND 
R2: Repeat more than 1 
times. 

R3: Same paragraph with 
previous line. 

R4: Fail Pass Condition 
R5: Match common 
section headings 

Direction: 
DOWN 
Repeat: 
UNLIMITED 

FOOTER 
R5: End of page AND R2 R3 R4 

R5 
Direction: UP 
Repeat: 
UNLIMITED 

KEYWORD 
R6: Match keywords 
headings 

R3 R4 
R5 

Direction: 
DOWN 
Repeat: 1 

TABLE 

R7: Match table common 
headings. 
R7.1: Treat the following 
lines in the paragraph as 
the Table captions.  
 
 
 

 

R3 
R8: Same font with 
previous line AND R9.1: 
NOT contain document 
main font 
R10: Contain sequence of 
number pattern (e.g., 
Mean age 46 87) 
R11 Contain 
mathematical and 
reporting symbols 
(±*<>†‡) 

R4 
R5 
R9.2: Contain document 
main font AND R12: 
Contain predication/verb 

Direction: 
DYNAMIC 
(e.g., choose the 
direction with 
the largest 
number of 
numeric 
patterns) 
Repeat: 
UNLIMITED 

FIGURE 

R13: Match figure 
common headings. 
R13.1: Treat the 
following lines in 
paragraph as the Figure 
captions 

R3 
R8 AND R9.1 
R11 

R4 
R5 
R9.2 AND R12: 

Direction: 
DYNAMIC  
Repeat: 
UNLIMITED 

TITLE 
R13: Begin of paragraph 
AND R14: Contain in 
MEDLINE’s title 

R3 
R14 

R4 
R5 
R15: Page number > 2 

Direction: 
DOWN 
Repeat: 1 

ABSTRACT 

R16: Match the Abstract 
heading. 
R17: Contain in 
MEDLINE’s abstract 

R3 
R17 

R4 
R5 
R6 
R15 

Direction: 
DOWN 
Repeat: 2 

REFERENCE 

R18: Match reference 
common headings. 
R19: Prefix by a number 
AND R20: Contain 
PERSON or 
ORGANIZATION 
entities. 

R3 
R8 

R4 Direction: 
DOWN 
Repeat: 
UNLIMITED 

AUTHOR 

R20: Contain in 
MEDLINE’s authors 
R21: Match  common 
Authors information 
headings (e.g., 
correspondence to:, 
author affiliations, 
financial disclosures, etc) 

R3 
R8 AND R9 
R22: Contain 
LOCATION, PERSON, 
ORGANIZATION 
entities 
R23: Contain publication 
predications (submitted, 
published, supported, 
received, accepted, etc) 

R4 
R5 
 

Direction: 
DOWN 
Repeat: 
UNLIMITED 
 
 

 

JOURNAL 

R24: Match  Journal 
metadata headings (e.g., 
original article, print 
issn:, link available on, 
etc) 

R3 
R23 
R25: Match URL, IP 
address, price, DOI 
patterns 

R4 
R5 

Direction: 
DOWN 
Repeat: 
UNLIMITED 
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the MEDLINE title, whether the snippet was contained in the MEDLINE abstract, and bag-

of-words features in which each feature is a word’s frequency. We encountered a 

scalability issue when treating each snippet as a single feature vector. The number of text 

snippets is significantly large, which caused memory and training time issues. Therefore, 

we treated each document as a single classifier, and the classification decision is 

determined by majority voting. A snippet was assigned to a class if it received the majority 

of votes from multiple document classifiers. If there were ties, random assignment 

following a uniform random distribution was conducted. 

4.3.4. Outcome Extraction System 

 To measure the impact of the classification algorithm on an IE system, we used a 

homegrown PICO (Population, Intervention, Comparison, and Outcome) extraction 

system.  The goal of this system is to extract PICO data elements from full-text PDF reports 

to aid in SR development. The full description of the system is beyond the scope of this 

report; therefore, we present a brief description of one of the most mature components, the 

outcome extraction system.  In short, the outcome extraction system is composed of two 

main stages: sentence selection and noun phrase chunking and filtering. The first stage 

accepts raw text input from any source and splits the input into multiple sentences by using 

Stanford NLP’s sentence splitter. From those sentences, we selected only sentences that 

potentially contain outcome information (e.g., contain definitive phrases such as 

“outcomes were” and “study end points were”, or reporting phrases such as “statistically 

different”, “was improved”, and “was measured”). In the second stage, we used Stanford’s 

parser to generate a Penn tree and extract all noun phrase mentions. Since noun phrase 

extraction might detect exceedingly long phrases in complex sentences, we filtered phrases 
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that have more than 10 words. Last, we applied a set of regular expression rules and 

semantic tests to collect outcome mentions. Regular expression rule looks for surrounding 

contexts [e.g., rate of (\\S+), incidence of (\\S+), etc.] to determine candidate mentions. In 

semantic test, we used MetaMap [35] to map text snippets to UMLS concepts restricted to 

the following semantic types: “Finding,” “Sign or Symptom,” “Laboratory or Test Result,” 

and “Disease and Syndrome.” 

4.3.5. Evaluation Approach 

 We used the gold standard and methods described to test two hypotheses: H1: In the 

classification of PDF texts, the rule-based multipass sieve approach is more accurate than 

the machine-learning approach; and H2: PDF text classification improves performance of 

information extraction from full-text publications when compared to off-the-shelf PDF 

Box extraction. 

 To test H1, we randomly divided the gold standard into a 50-50 random split of 

documents. The first half of the dataset was used to train the ML classifier and to develop 

rules for the multipass sieve algorithm; the other half was used for the evaluation. Standard 

text classification evaluation metrics such as accuracy, recall, precision, and F-measure 

were calculated at the token level, with accuracy used as the primary endpoint. We used a 

Wilcoxon signed-rank test to assess the significance of the accuracy difference between 

the two approaches. 

 To test H2, we setup the experiment with two study arms. The first arm used raw texts 

extracted from PDF reports by using PDFBox. The second arm used the multipass sieve 

algorithm to categorize raw texts and filter all SEMISTRUCTURE and METADATA 

snippets before passing them to the IE system. Both arms were tested against the evaluation 

file://///S
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set of the gold standard described earlier. Recall, precision, F-measure, and number of split 

sentences are reported, with F-measure being the primary endpoint. We considered a 

correct mention if it contained phrases that appeared in the gold standard. A Wilcoxon 

signed-rank test was used to test the significance of the performance difference between 

the two study arms. 

4.4. Results 

 We constructed a gold standard composed of 48 published reports that were included 

in eight Cochrane reviews. Those reports represent the publication formats of 34 different 

journals. A follow-up analysis showed that only 64% of studies have contents available in 

HTML pages, while all of them can be downloaded as PDF reports. All of them are 

randomized controlled trials, but only 16% have posted structured results on 

ClinicalTrials.gov. Raw text extraction using PDFBox generated 33,307 lines of text 

snippets, from which we were able to annotate 157 (0.5%) TITLE snippets, 1230 (3.7%) 

ABSTRACT snippets, 17,711 (53.2%) BODYTEXT snippets, 5596 (16.8%) 

SEMISTRUCTURE snippets, and 8613 (25.9%) METADATA snippets. In the outcome 

extraction dataset, we were able to manually annotate 204 outcome mentions, with a rate 

of 4.2 outcome mentions per document.  

 Performance comparison of two classification algorithms is summarized in Table 4.2.  

The multipass sieve approach achieved an average accuracy of 92.6% over 24 documents, 

for a significant improvement of 11.9% (p<0.001) over the machine-learning classifier. 

According to a power analysis, to reach a statistical power of 80% for the effect size we 

found (11.9%), a sample of 16 documents would be needed. For specific data elements, the 

F-measures for the multipass sieve approach were better than those for the machine 



64 
 

 

Table 4.2 - Performance comparison of the multipass approach versus the machine-
learning approach. 

 Machine-learning classifier Multipass sieve approach 

 Acc. Recall Precisio
n F1 Acc. Recall Precisio

n F1 

TITLE (%) 

80.7 

85.2 84.5 83.2 

92.6 
(p<0.001) 

95.8 80.3 85.3 

ABSTRACT (%) 58.1 70.8 63.3 86.6 82.2 83.1 

BODYTEXT (%) 89.1 88.9 88.3 95.9 90.6 93 

SEMISTRUCTURE (%) 46.4 67.8 51.1 88.6 91.5 88.9 

METADATA (%) 73.9 61.7 63.6 82 96.8 87.3 

 

learning classifier (TITLE +2.1%, ABSTRACT +19.8%; BODYTEXT +4.7%; 

SEMISTRUCTURE +37.8%; MEDADATA +23.7%). Overall, performance 

improvements were seen in almost all evaluation metrics, except precision for TITLE 

snippet (-4.2%). 

 For outcome extraction task, the IE system that operated on PDF texts after filtering 

out SEMISTRUCTURE and METADATA snippets had better performance than off-the-

shelf PDF Box extraction (Table 4.3). The improvement on recall was not significant 

(+0.6%; p=0.16), while precision was significantly improved (+4.5%; p<0.001). F-measure 

increased significantly by 4.3% (p<0.001). Most notably, filtering publication metadata 

and semistructured texts reduced the number of sentences to be processed by 46.5%. 

Table 4.3 - Comparison of IE performance operated on original PDF texts vs PDF texts 
after filtering SEMISTRUCTURE and METADATA snippets. 

 Original texts extracted 
from PDF reports 

PDF texts after filtering 
SEMISTRUCTURE and 
METADATA snippets 

Recall (%) 95.8 96.4 (p=0.16) 
Precision (%) 45.1 49.6 (p<0.001) 
F Score (%) 60.4 64.7 (p<0.001) 
Average number of sentences 
(per document) 

256 137 
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4.5. Discussion 

4.5.1. PDF Text Classification 

 We designed and evaluated a rule-based multipass sieve approach to categorize texts 

extracted from PDF documents. The approach is an alternative to the machine-learning 

algorithms that are commonly used in text classification studies [36-38]. Overall, the 

multipass sieve classifier significantly outperformed the machine-learning classifier 

(accuracy 92.6% vs. 80.7%, p<0.001). Our results are significant because PDF is the 

preferred format for the data extraction of clinical studies in the development of systematic 

reviews. Our dataset showed that 36% of studies published in PDF format did not have an 

HTML version available. This is further confirmed with Cochrane Heart Group’s 

systematic reviewers, who stated that PDF is often the preferred choice due to wider 

adoption and availability offline. Therefore, IE systems need to operate on PDF documents 

to effectively support systematic review development. 

 The annotation results showed that 26% of text snippets are publication metadata, and 

17% are semistructured texts. These findings confirm the heterogeneity problem in PDF 

reports. There are off-the-shelf tools developed to help detect the PDF logical structure. 

However, our preliminary studies could not find one that meets the needs of data extraction, 

either because the classification schema did not match the needs of data extraction, or 

because tools did not perform well in our systematic review dataset.  

 The multipass sieve framework proposed in this study has several strengths. First, its 

accuracy outperformed a machine-learning approach by 11.9%. Second, the framework is 

flexible and extendable. Developers have the flexibility to create and add new sieves and 

rules to target new data elements. Rules are organized at different stages to facilitate 
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maintainability and extension. Third, the algorithm is intuitive, i.e., it operates in a way 

similar to human screening, in which documents are scanned for the prominent signatures 

(e.g., heading, caption) and then examine the contents.  

4.5.2. Clinical Outcome Extraction 

 Our baseline system achieved 96% recall and 45% precision. While the recall is 

adequate, precision needs further improvement. The use of the classification algorithm to 

filter publication metadata and semistructured texts improved recall by 0.6% and precision 

by 4.5%. The difference in recall was not significant, since the baseline recall was very 

high with little room for improvement. The precision improvement corresponds to a 

reduction of 15% in the number of false-positive mentions; therefore the algorithm would 

considerably reduce the number of mentions that reviewers would need to correct in a 

semiautomated data extraction process. 

 A subsequent analysis showed that texts without filtering sometimes have publication 

metadata and semistructured texts embedded within body text fragments, breaking up 

sentences. Detecting and filtering those nonprose texts improved the performance of the 

sentence splitter algorithm (e.g., Stanford sentence splitter). Defining correct sentence 

boundaries is an important prerequisite step for most NLP systems. Incorrect sentence 

boundaries negatively impact subsequent NLP pipelines such as syntactic parsing and 

phrase chunking. Moreover, the filtering reduced the number of sentences to be processed 

by 46.5%. This reduction improved the efficiency of the NLP approach by reducing 

processing time without causing performance loss.  

 This study evaluated impacts of the PDF structure recognition on an IE system. 

However, the proposed technique is also potentially useful in other areas, such as 
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information retrieval, automated document classification, and library management. These 

areas share the PDF heterogeneity problem that might degrade the performance of any text 

processing approaches. 

4.5.3. Limitations 

 The algorithm takes advantage of MEDLINE resources such as title, abstract, and 

author metadata, which reduces the applicability of the method to documents not indexed 

in MEDLINE. However, our focus was on biomedical research publications and the 

majority of these resources are openly available in the MEDLINE database. This study did 

not test an exhaustive list of machine-learning algorithms and their optimization 

parameters. While  it may still be possible to further  improve  the  accuracy  of  the  

machine-learning approach, we selected the default SVM baseline due to its popularity and 

to minimize the risk of overfitting. This study used the outcome extraction module to 

perform an intrinsic evaluation. The impacts of filtering on other data elements, such as 

sample size and intervention, are unknown. Our analysis confirmed that filtering affects 

the performance of the sentence-splitter, which impacts any extraction methods that rely 

on the assumption of a correct sentence boundary.  We did not use semistructured texts as 

the source of extraction, although they might contain outcome mentions. Semistructured 

texts require different extraction strategies that rely more on pattern-matching and 

dictionary-matching  than  on  syntactic  parsing  and  chunking.  Because  we deemed 

recall to be  satisfactory (96.4%),  an  additional source of extraction was considered 

unnecessary. 



68 
 

 

4.5.4. Future Work 

 Areas that demand future research include testing the classification algorithm on a 

diverse set of PDF documents, validating the usefulness in other text mining research such 

as information retrieval, document classification, and IE of other data elements, and using 

semistructured texts instead of excluding them. 

4.6. Conclusion 

 We present an alternative approach for PDF structure recognition by using PDFBox to 

extract raw texts and a multipass sieve algorithm for classification. The multipass sieve 

algorithm achieved a higher accuracy than the more commonly used machine-learning 

classification approach. The multipass sieve algorithm also improved the performance of 

an IE system compared to off-the-shelf PDF extraction. PDF structure recognition unlocks 

the door to conduct text mining research on PDF files, an important information source for 

biomedical research. 
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5.1. Abstract 

 Extracting data from publication reports is a standard process in systematic review 

development. However, the data extraction process still relies too much on manual effort, 

which is slow, costly and subject to human errors.  In this study, we aimed to develop a 

computer-aided solution to enhance productivity and reduce errors in the traditional data 

extraction process. 

 We developed a system to help extracting sample size, group size and PICO values 

from publication reports. The system is composed of 2 main stages: prioritizing sentences 

for specific target element, and recommending key phrases from the sentence. To evaluate 

the system, we built a gold standard based on the data extraction summary developed by 

Cochrane review authors. The system was evaluated at sentence and fragment levels. We 

tested a hypothesis as to whether using machine-learning approach to prioritize full-text 

sentences was more effective than the manual abstract+title screening approach. 
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 At sentence level, we consider recall as primary outcome and precision as secondary 

outcome. Our best sentence classifiers achieved 91.5% recall and 58.6% precision. In 

comparison with abstract+title screening, top ranked sentences proposed by our system 

achieved nonsignification recall improvement on SampleSize/GroupSize element (+8.4%, 

p=0.38), significant recall improvement on Outcome element (+23.5%, p<0.001). Both the 

system and manual approach achieved perfect recall on Population and 

Intervention/Control elements. Significant precision improvements were seen on all 

elements (SampleSize/GroupSize: +6.1%, p<0.001, Population: +20.7% , p=0.003, 

Intervention/Control:  +21.8%, p<0.001, Outcome: 30.6%, p<0.001). At fragment level, 

the ensemble approach combining rule-based, concept-mapping, and dictionary-based 

methods performed better than the individual method, which achieved 85.1% F-measure.  

 Our system achieved decent performance for sentence ranking and key phrase 

extraction. Furthermore, we demonstrated the system performed equally or better than 

abstract screening and might reduce time and errors in full-text screening. The system has 

the potential to realize the prospect of computer-aided data extraction. 

5.2. Introduction 

 Systematic reviews (SR) are important information sources for healthcare providers, 

researchers, and policy makers. SR attempts to comprehensively identify, appraise and 

synthesize best available evidence to find reliable answers to research questions [1]. SRs 

can be conducted by a single author or a large group of authors. Cochranne Collaboration 

is an internationally recognized nonprofit organization that developed SRs for health-

related topics. Cochrane SRs were aimed for highest standard in evidence-based practice 

[2]. Cochrane usage data in 2009 showed that “Every day someone, somewhere searches 



74 
 

 

The Cochrane Library every second, reads an abstract every two seconds and downloads a 

full-text article every three seconds.”[3] 

 The development of systematic reviews was criticized as resource-intensive and slow 

[4-6]. Data extraction is one of the SR development steps whose goal is to collect relevant 

information from published reports to perform the data analysis and quality assessment. 

Studies showed that the manual data extraction task had a high prevalence of errors [7, 8]. 

Therefore, this study aims to enhance the manual extraction processing using the computer-

aided solutions. The ultimate goal is to enhance productivity and to reduce human errors. 

 There were previous computer systems that can be adapted to help with the data 

extraction task. Boundin et al. [9] and Huang et al. [10, 11], and Kim et al. [12] were 

interested in a machine-learning approach to classify sentences that contain PICO 

elements. PICO, which stands for Population, Intervention, Control, and Outcome, is a 

popular framework used to formulate and find answers to clinical questions. Demner-

Fushman and Lin [13], Kelly and Yang [14], and Hansen et al. [15] employed rule-based 

and machine-learning approaches to extract PICO and patient-related attributes.  Those 

studies selected extraction sources from study abstracts which might not contain sufficient 

information for the review question. Extraction from full-text reports is the typical 

requirement in systematic review development [16]. However, extraction from full-text 

documents is more challenging since we have to deal with a larger chunk of text with 

abundance of redundancies and noises. Kiritchenko et al. [17] and de Bruijin et al. [18] 

developed ExaCT to help extracting clinical trial characteristics, is considered as one of 

the most successful full-text extraction system for clinical elements. Their method first 

used a machine-learning classifier to select top 5 relevant sentences for each element, then 
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used hand-crafted weak extraction rules to collect values for each element. ExaCT selected 

RCT studies from top 5 core clinical journals, and has full-texts available in HTML format. 

However, systematic review in practice might select studies outside of the top 5 clinical 

journals and many studies are not available in HTML format. In this research, we aim to 

enhance previous works on sentence classification and information extraction for better 

support systematic review. We proposed a computer system having two main goals: 

prioritization of relevant sentences and key phrase recommendation. We employed a 

bottom-up approach that developed gold standard very close to the development of 

Cochrane reviews. We enabled extraction from PDF format, a popular and common 

extraction source in systematic review. We enhanced the sentence classification model 

with contextual and semantic features, and introduced a concept-mapping approach to 

complement the rule-based approach in extracting literal data elements. 

5.3. Methods 

 Our methods comprise three main parts: (1) development of data extraction gold 

standard; (2) development of a semiautomated extraction system that helps extracting key 

clinical trial characteristics from full-text PDF reports; and (3) evaluation of sentence 

ranking and key phrase recommendations from the extraction system. 

5.3.1. Gold Standard 

 From the Cochrane Library, we retrieved systematic reviews on the subject “heart and 

circulation” that were published after October 2014. The included primary studies were 

extracted and the corresponding PDF reports were collected. We excluded studies that had 

been reported in multiple publications and nonrandomized trials since randomized 

controlled trial publications are the focus of our research. 
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 To develop the data extraction gold standard, we started with evidence summary tables 

developed by Cochrane reviewers and reviewed the full-text reports to validate and 

supplement the gold standard. Specifically, we looked for mentions (e.g., synonyms, 

abbreviations, morphological variations) that are co-referred to the same entity in the 

documents.  For each document, we built an extraction template including five data 

elements: sample size, group size, population, intervention/control, and outcome.  

 Sample size is defined as the total number of patients enrolled in the study and included 

in the statistical analysis. Group size is the number of participants in each study group. 

Sample size can be inferred by summing up all group sizes.   

 Population is defined as the main characteristics of the patient population included in 

the study. The population characteristics describe the group of patients sharing the same 

disease, demographics, or that underwent the same medical procedure.  

 Intervention/Control is defined as the name of a therapy or control treatment. We do 

not distinguish intervention and control groups, since this is a naming convention not 

always explicitly mentioned in texts. For instance, groups absent of an intervention 

treatment or placebo-treated groups are implicitly classified as control groups.  

 Outcome is defined as measurements used to assess a study hypothesis, including all 

clinical attributes and adverse effects on patients. We do not distinguish between primary 

outcome and secondary outcomes in individual studies, since the reviewers might select 

different primary outcomes relevant to the review question to perform the meta-analysis.  

Table 5.1 shows examples of the extraction template with data extracted from two 

publication reports. 
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Table 5.1 - Data extraction template with examples extracted from the Cochrane review 
“Primary prophylaxis for venous thromboembolism in ambulatory cancer patients 
receiving chemotherapy”. 

Cochrane ID Klerk 2005 
Study Title The effect of low molecular weight heparin on survival in 

patients with advanced malignancy 
Sample Size 302 
Group Size 148, 154 
Population Advanced Malignancy 
Intervention/Control low molecular weight heparin|Nadroparin 

Placebo 
Outcome death from any cause|death as a result of any cause|death 

major bleeding|non-major bleeding|bleeding 
Cochrane ID Mitchell 2003 
Study Title Trend to efficacy and safety using antithrombin concentrate 

in prevention of thrombosis in children receiving l-
asparaginase for acute lymphoblastic leukemia. Results of the 
PAARKA study. 

Sample Size 85 
Group Size 25, 60 
Population Children 

acute lymphoblastic leukaemia 
Intervention/Control antithrombin 
Outcome symptomatic or asymptomatic thrombotic event|thrombotic 

event 
major and minor bleeding|bleeding 

 

5.3.2. System Overview 

 The overall system architecture and data flow are summarized in Figure 5.1. The 

system takes the PDF publication reports as input, and outputs a list of relevant sentences 

for each data element as well as recommended key phrases in each sentence. In a pipeline 

design, the system comprises of seven stages. 

5.3.2.1. PDF Text Classification & Filtering 

 We used the system described in Chapter 4 to extract and categorize text snippets from 

PDF reports, then filtered all semistructured and publication metadata snippets. 
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Figure 5.1 - System architecture overview. 

5.3.2.2. Text Normalization 

 The goal of this step is to translate texts into canonical form. Specifically, we find and 

replace all numbers in literal expression to numeric format (e.g., “a hundred and three 

patients”  103 patients). We developed an acronym normalization algorithm that reads 

full-text documents, detects, and replaces acronyms to their full form. The acronym 

normalization algorithm first checks all parenthetical expressions and the preceding text 

(e.g., “small cell lung cancer ( SCLC )” ) for candidate acronym pairs, then uses the pattern 

of initial letters for validation. This is the most frequently used pattern in publication 

reports. The acronym normalization increases the clarity of the sentences in manual review 

as well as improves performance of the concept-mapping approach in the subsequent stage. 
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5.3.2.3. IMRAD Context Detection 

 This step attempts to assign the common scientific organization structure IMRAD 

(introduction, methods, results, and discussion) to text snippets. It recognizes the common 

section headings from a prebuilt collection, and assigns the IMRAD context labels to text 

snippets placed between those headings. The text snippets are clustered into different 

context nodes, as illustrated in Figure 5.2. 

5.3.2.4. Sentence Segmentation 

 We used the Stanford NLP sentence splitter [19] to perform sentence segmentation in 

different context nodes. With this approach, a sentence’s contexts can be easily determined, 

which is useful for subsequent text mining steps.  

 

Figure 5.2 - The standard structure organization of text in a scientific article. 



80 
 

 

5.3.2.5. Sentence Filtering 

 In this step, we attempt to filter all sentences that discuss background knowledge and 

therefore are not relevant to the extraction goal. We filter sentences having the IMRAD 

context INTRODUCTION, sentences containing year and citation expressions, and 

sentences referring to other studies (e.g., containing phrases such as “these trials”, “et al.”, 

and “previous studies”). 

5.3.2.6. Sentence Ranking 

 The goal of this step is to prioritize sentences for each individual data element. We used 

the Support Vector Machine Regression (SVMR) implemented in Weka [20] with linear 

kernel and other Weka default parameters. To train the regression model, we used 50% of 

the sentences in the gold standard as the training set. The response variable is set to the 

number of times the target element appeared in the sentence. The predictor variables or 

features can be divided into Bag-Of-Term (BOT), Context, and Semantic groups. 

 The BOT group is based on words, terms, or patterns that appear in the sentence. (1) 

The top 100 most frequent words that are present in relevant sentences (i.e., sentences that 

contain at least one target element for data extraction) were selected as BOT features. We 

used the frequency of those words in the sentence to generate a feature vector. (2) We 

constructed  a binary  variable  determining whether  the  sentence  contains  at least  a 

true-positive mention in the training set. (3) We used regular expression-based features to 

capture  text  patterns  that are  strong indicators of  relevant sentences. For the scope of 

the present study, we maintained a small set of regular expression features  per data 

element. A  complete  set  of  regular  expression  and  word  based  features  is  described  

in  Table  5.2. 
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Table 5.2 - Complete set of regular expression and word based features. 

Data Element Bag Of Term Features 

SampleSize 
/GroupSize 

Regex:  
total of \\d+ patients 
n = \\d+ 
Words: 
results, patients, completed, the, trial, having, defaulted, of, control, 
maintained, sinus, tachy, cardia, compared, with, only, who, received, 
propranolol, postoperatively, -lrb-, p, -rrb-, and, methods, a, total, 
undergoing, bimaxillary, surgery, were, studied, in, prospective, 
randomized, double-blind, study, oral, mg, or, placebo, as, 
premedication, before, hypotensive, anesthesia, sodium, nitroprusside, 
peak, plasma, concentration, is, attained, within, to, minutes, after, 
administration, half-life, hours, although, duration, pharmacologic, 
effect, longer, population, consisted, all, figure, demonstrates, mean, 
heart, rates, both, groups, from, baseline, rate, time, every, infusion, 
for, shortest, was, given, induction, because, onset, drug, about, 
ingestion, which, appropriate, orthognathic, at, our, institute, where, 
we, start 

Population Regex:  
patients? with 
Words: 
university, department, of, dermatology, newcastle, upon, tyne, 
double-blind, tkial, zinc, sulphate, in, the, treatment, chronic, venous, 
leg, ulceration, m., w., greaves, and, f, results, a, trial, patients, with, 
are, reported, total, -lrb-, female, -rrb-, who, were, attending, either, 
royal, victoria, infirmary, time, or, dryburn, hospital, durham, studied, 
it, is, therefore, concluded, that, there, no, justification, for, 
administration, this, form, continued, propranolol, following, 
coronary, bypass, surgery, antiarrhythmic, effects, therapy, isolated, 
appears, to, be, safe, efficacious, method, decreasing, incidence, 
postoperative, supraventricular, tachycardias, although, operative, 
mortality, elective, major, centers, presently, below, significant, 
morbidity, remains, particularly, regard, early, arrhythmias, 
supraventricular, tachycardia, has, been 
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Table 5.2 - Continued 

Data Element Bag Of Term Features 

Intervention 
/Control 

Words: 
university, department, of, dermatology, newcastle, upon, tyne, 
double-blind, tkial, zinc, sulphate, in, the, treatment, chronic, venous, 
leg, ulceration, m., w., greaves, and, f, results, a, trial, patients, with, 
are, reported, no, significantly, increased, rate, healing, was, observed, 
zinc-treated, group, this, paper, we, describe, oral, condition, were, 
randomly, allocated, to, either, placebo, or, capsules, by, pharmacy, 
royal, victoria, infirmary, systemic, other, than, prescribed, double-
blind, op, mean, per, week, determined, for, each, patient, dividing, 
total, linear, re-epithelialization, time, taken, if, incomplete, end, 
although, greater, difference, did, not, reach, statistical, significance, 
their, study, designed, primarily, investigate, plasma, concentrations, 
before, after, side-effects, these, authors 

Outcome Regex: 
(end points?|endpoints?| outcomes?) (was|were|included) 
Words: 
no, significantly, increased, rate, of, healing, was, observed, in, the, 
zinc-treated, group, an, approximate, estimate, made, by, us, -lrb-, 
m.w, mean, difference, between, pairs, corresponding, radii, 
represents, extent, linear, re-epithelialization, during, treatment, 
period, double-blinb, trial, op, zinc, sulphate, per, week, determined, 
for, each, patient, dividing, total, time, taken, to, or, if, incomplete, 
end, although, greater, did, not, reach, statistical, significance, present, 
double-blind, study, does, support, these, preliminary, observations, 
since, occurred, compared, with, control, groups, they, also, found, 
that, oral, accelerated, patients, venous, leg, ulcers, who, have, a, low, 
plasma, concentration, there, were, preoperative, differences, 
apparent, degree, coronary, arterial, disease, left 

  



83 
 

 

 The Context group includes two features based on the contexts of the sentence. The 

document-structure feature is a nominal attribute that takes one of three categories: TITLE, 

ABSTRACT, or BODYTEXT. The IMRAD nominal feature accepts one of four 

categories: INTRODUCTION, METHODS, RESULTS, DISCUSSION.  If the sentence 

contexts were not determined from the previous steps, they are treated as missing values.  

 The Semantic group uses 15 UMLS semantic groups [21] as features. We used 

MetaMap [22] to map text to UMLS concepts, from which we map the UMLS sematic 

types to sematic groups. Then we aggregate and compute the sematic group features based 

on their frequency.  

 Based on three feature groups, we created four machine-learning models for comparing 

and selecting the best model for each data element: BOT, BOT+Context, BOT+Semantic, 

and BOT+Context+Semantic. 

5.3.2.7. Keyphrase Extraction 

  The goal of this step is to recognize key phrases from the sentences to help reviewers 

quickly identify parts of the sentence that are relevant to the extraction goal. Based on the 

type of data element, we employed a subset of the following techniques. 

5.3.2.7.1. Regular Expression Matching 

 Since numbers are normalized to numeric expressions, regular expression (regex) 

pattern matching is one of the most useful techniques in the recognition of numeric values. 

We used a list of regular expressions rules (Table 5.3) to extract numeric values for sample 

size and group size. Each regex rule contains context expressions and capturing groups 

referring to target elements. Since each sentence might have a unique way to convey the  
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Table 5.3 - Regular expressions and semantic types used for extracting individual elements. 

Data element Extraction Methods 

Sample Size/ 
Group Size 

Regular expression: 
 (\\d+) met|meet (?: \\S+){0,1} criteria 
 randomized(?: \\S+)? (\\d+)(?: \\S+)? patients? 
 (\\d+)(?: \\S+){0,2} were randomized 
 patients , (\\d+) , 
 (\\d+)(?: \\S+){0,1} patients? 
 n = (\\d+) 
 -LRB- n (\\d+) -RRB- 
 (\\d+) 

Population Semantic type: 
 Disease or Syndrome 
 Therapeutic or Preventive Procedure 
 Finding 
 Neoplastic Process 
 Medical Device 

Intervention/ 
Control 

Semantic type: 
 Pharmacologic Substance 
 Inorganic Chemical 
 Element, Ion, or Isotope 
 Therapeutic or Preventive Procedure 
 Clinical Drug 
 Organic Chemical 

Outcome Regular expression: 
 ^( the(?: \\S+){1,3} rate)$ 
 ^((?: the)?(?: \\S+){1,3} volume) + B 
 outcome was((?: \\S+){1,5}) + B 
 differences? in((?: \\S+){1,5}) or((?: \\S+){1,5}) + B 
 (?:differences?|reductions?|improvements?) (?:in|of)((?: \\S+){1,5}) 

+ B 
 by((?: \\S+){1,5}) reduction + B 
 (?:prolongs?|improves?|decreases?)((?: \\S+){1,5}) + B 
 effects? of(?: \\S+){1,5} on((?: \\S+){1,5})" + B 
 (anti-\\S+ effects?)" + B 
 (length of(?: \\S+){1,3})" + B 

Semantic type: 
 Finding 
 Disease or Syndrome 
 Pathologic Function 
 Laboratory or Test Result 
 Molecular Function 

Therapeutic or Preventive Procedure 
B = BOUNDARY = (?: and| to| in| with| between| \\.| _| ,|$) 
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numeric value, only the best match was considered. 

5.3.2.7.2. Noun Phrase Chunking and Regex Matching 

 For literal expression data elements (e.g., outcome), applying regular expression 

matching might detect very long phrases, which is less useful for key phrase 

recommendation. Therefore, we performed noun phrase chunking to restrict the matching 

to only noun phrases of the sentence. To perform the noun phrase chunking, we used the 

Stanford parser to generate a Penn tree and used the Tregex parser to collect all noun phrase 

expressions. 

5.3.2.7.3. Concept-Mapping and Semantic Type Restriction 

  The majority of key terms can be found in controlled medical terminologies. Concept-

mapping was found to be an effective approach. We used MetaMap [22] to detect medical 

terms from the sentence that can be mapped to UMLS concepts. To enhance precision, we 

restricted the mapping to few semantic types relevant to the target elements. The selection 

of optimal set of semantic types is based on experimental testing on the training set. At 

present, we maintained an optimal set of semantic types for each data element. A set of 

semantic types are shared in multiple elements.  

5.3.2.7.4. Supplement Dictionary 

 This approach encourages the development of controlled terms for individual literal 

data elements. Since there are reuses of key terms in multiple publication reports, 

maintaining a good coverage, element-specific dictionary would help improve accuracy as 

well as save computing resources. We included all true positive terms in our training set to 

the dictionary and matched them against the sentence to extract the candidate terms. Since 
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our training set is relatively small and not representative, we still need to combine this 

method with other generalizable methods. 

5.3.2.7.5. Postprocessing 

 This step filters phrases that are lengthy (> 5 words), phrases contained in other phrases, 

and phrases contained in a stop list.  The stop list was constructed using the top 20 most 

frequent false-positive terms upon evaluating the system on the training set, which were 

not recognized as true-positives in all training documents.  

5.3.3. Evaluation Approach 

 The study evaluation has two parts: sentence-level evaluation and fragment-level 

evaluation. In sentence-level evaluation, we evaluate the top N sentences recommended by 

the machine-learning classifier. N is set to the number of MEDLINE abstract sentences 

plus 1 (title). The following metrics were used in the sentence-level evaluation: 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑖𝑞𝑢𝑒 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑠𝑖𝑡𝑖𝑣𝑒 𝑚𝑒𝑛𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑒𝑑 𝑖𝑛 𝑁 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝑚𝑒𝑛𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 
 (6) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑠𝑖𝑡𝑖𝑣𝑒 𝑚𝑒𝑛𝑡𝑖𝑜𝑛𝑠

𝑁 
 (7) 

 We used a different definition of true positive for sample size and group size versus 

other literal data elements. Sample size and group size values are not always presented 

separately in all sentences, so we merged them into a single element 

SampleSize/GroupSize to complement each other. We applied a binary rule: true if the 

sentence contains the sample size value or all group size values, and false otherwise.  

 In the sentence-level evaluation, we tested the following hypothesis: the machine-

learning classifier to prioritize sentences in full-text performed equally or better than 

manual title and abstract screening. To obtain the baseline abstract+title sentences, we 
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applied step Text normalization and Sentence Segmentation on MEDLINE abstracts and 

titles. Those sentences followed the exact order of the title and abstract screening that is 

followed in the standard manual process. We performed the same evaluation method with 

MEDLINE sentences and ML classifier recommended sentences. Recall was selected as 

the primary outcome and precision as a secondary outcome.  To test the significance of 

performance difference, we used the Chi-square test to assess the sample size element, and 

the Wilcoxon signed rank test to assess other literal elements. 

 In the fragment-level evaluation, we extracted a test set including the top N classified 

sentences containing at least one true positive mention. Recall, precision, and f-measure 

were measured at the sentence unit. To consider a recommendation as a true positive, an 

exact match was required for numeric elements (i.e., sample size and group size).  For 

literal elements, phrases of up to five words that contain a correct mention or one of its 

synonyms were considered true positives. We evaluated and compared the performance of 

the following extraction methods: Regex Matching, Concept-Mapping, Supplement 

Terminology, and a combination of these three methods. 

5.4. Results 

 The gold standard was composed of 48 publication reports included in 8 systematic 

reviews. Although all these studies are randomized controlled trials, only 16% of them 

have posted structured results in ClinicalTrials.gov. The annotation task found 48 sample 

sizes, 116 group sizes, 53 populations, 99 intervention/control groups, and 270 outcomes. 

Terms that co-referred to the same entity are counted once. In the sentence-level evaluation, 

3166 sentences in the training set were used to train the regression model, and 3404 

sentences in the test set were used for evaluation. In the fragment-level evaluation, we 
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extracted from the gold standard the top relevant sentences that contain at least a target 

element. The number of testing sentences per data element is as follows: Sample 

size/Group size: 20; population: 65; intervention/control: 149; and outcome: 124. Figure 

5.3 demonstrated an example of system outputs which included top relevant sentences and 

recommended key phrases. 

 Table 5.4 summarizes the performance of four machine-learning models compared 

with abstract screening. Different models performed best for different data elements. 

BOT+Context performed best for Sample/Group size and population; 

BOT+Context+Semantic performed best for interventions; and BOT+Semantic performed  

 
Figure 5.3 - Example of recommended sentences and key phrases of outcome element. 
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Table 5.4 - Performance comparison of various machine-learning models and with abstract 
screening. 

 Bag-Of-Term 
(BOT) BOT+Context BOT+Semantic BOT+Context+Se

mantic 
Abstract 
Screening 

 Recall Precision Recall Precision Recall Precision Recall Precision Recall Precision 

Sample 
Size/Group 
Size 

83.3 14.7 91.7* 15.1* 83.3 13.3 75.0 12.5 83.3 9.0 

Population 95.8 43.7 100.0 48.1* 100.0 43.2 95.8 46.2 100.0 27.4 
Intervention/
Control 

95.8 82.0 100.0 82.0 95.8 82.9 100.0 85.2* 100.0 63.4 

Outcome 73.7 87.3 73.5 85.2 74.2* 86.0* 73.1 86.0 50.7 55.4 

* indicates statistically significant improvement over abstract screening (p<0.05). 
 

best for outcomes. Context features and semantic features mildly contributed to 

improvement over the Bag-of-Term features. Recall of our best ML models was not 

significantly different from abstract screening in the extraction of sample/group size (recall 

+8.4%, p=0.38). Both methods achieved perfect recall on population and 

intervention/control elements. The best ML model significantly outperformed abstract 

screening in the extraction of outcome (recall +23.5%, p<0.001). Statistically significant 

improvements on precision were seen on all elements (SampleSize/GroupSize: +6.1%, 

p<0.001, Population: +20.7% , p=0.003, Intervention/Control: +21.8%, p<0.001, 

Outcome: 30.6%, p<0.001). 

 On fragment-level evaluation (Table 5.5), regular expression-matching approach 

achieved F-measure 90% on sample size and group size extraction. This confirms regex 

matching is the most commonly used and effective approach in extracting numeric values. 

For literal elements, each individual extraction method underperformed the combined 

method. Our combined extraction method achieved decent performance (avg f-measure: 

83.4). Recall performance is better than precision (avg recall 93.2% vs. avg precision 

75.6%).  
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Table 5.5 - Fragment-level performance of various extraction methods. 

 

5.5. Discussion 

 In this paper, we describe and evaluate a system that can help SR developers in 

extracting sample size and PICO values from full-text reports. The system is a contribution 

to previous work on PICO extraction, which primarily focused on extraction from study 

abstracts. For better support of SR development, our system is designed to operate on full-

text PDF documents.  

 In sentence ranking, the best ML model varies for different data elements, which 

highlights the need to have an optimized ML model for each data element. Using context 

features and semantic features improved the performance of ML models that use Bag-Of-

Term features alone. In comparison with abstract+title screening, the recall in top-ranked 

sentences was not significantly better for the extraction of the SampleSize/GroupSize 

element (+8.4%, p=0.38). A significant improvement in recall was obtained for the 

Outcome element (+23.5%, p<0.001). Both the system and abstract+title screening 

achieved perfect recall on the Population and Intervention/Control elements. These 

findings confirm that the majority but not all information can be found in the abstract and 

title of the studies. Therefore, information extraction systems supporting the development 

 
Regex Matching Concept-Mapping Supplement 

Dictionary 
Combined 

Method 
 R P F1 R P F1 R P F1 R P F1 

SampleSize
/GroupSize 92.5 87.5 90 NA NA NA NA NA NA 92.5 87.5 90 

Population NA NA NA 87.7 67.7 76.4 48.5 47.7 48.1 93.8 71.5 81.2 
Intervention

/Control NA NA NA 86.8 76.7 81.5 71.9 78.3 75 91.7 80 85.4 

Outcome 15.8 17.3 16.5 54.2 54.9 49.7 60.1 63.2 61.6 94.1 75.2 83.6 
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of systematic reviews need to be able to operate on full-text reports to maximize the 

comprehensiveness of data extraction and to comply with systematic review development 

requirements [16].  

 In addition, the system significantly improved precision for all data elements. Better 

precision corresponds to a higher number of relevant sentences in the top-ranked list.  In 

full-text documents, information can be repeated in multiple sections. The ML system did 

a better job in collecting repeated relevant sentences, which offers reviewers multiple 

sources to validate the extraction results. In summary, we demonstrated the superiority of 

using an ML approach in prioritizing full-text sentences over the manual abstract+title 

screening. The technique has the potential to replace abstract screening when searching for 

specific data elements. 

 In fragment-level extraction, we proposed three extraction methods: regular expression 

matching, mapping to UMLS concepts, and element-specific dictionary. Regular 

expressions are most useful for extracting templates or numerical values. Designing and 

implementing a regular expression approach requires considerable manual work unless 

regular expression learning techniques are effectively applied [23, 24]. Mapping text to 

UMLS concepts is one of the extraction methods commonly used in clinical and biomedical 

NLP studies [25-27]. MetaMap tends to perform well in the recognition of texts that can 

be mapped to medical terms. However, there are more than 3 million UMLS concepts 

(2015AA Release), and classifying them to the data element of interest is challenging. In 

this study, we employed the simple semantic type restriction approach to categorize 

concepts to a specific element. There are other approaches to categorize UMLS concepts, 

such as heuristics using UMLS concept relationships [28], semantic distribution [29], or 
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machine-learning [30], which demand additional investigation and optimization to perform 

well on sample size and PICO elements. The last approach (element-specific dictionary) 

was motivated from the fact that the UMLS Metathesaurus might not fully cover medical 

terms for specific extraction needs. Element-specific terms are needed to complement the 

UMLS concept-mapping approach. In this study, we utilized true-positive terms that 

appeared in the training set and that achieved a good coverage (60% recall) on the test set. 

The experiment results showed that an ensemble approach combining the three methods 

performed better than any of the individual methods. For PICO elements, the system’s 

recall was better than precision (93.2% vs. 75.6%), which meets our performance goal. 

Recall is often more important for semiautomated extraction, since humans are effective at 

judging whether recommended phrases are true positives but tend to miss information 

while screening large textual contents.  

5.5.1. Proposal of Computer-Assisted Data Extraction 

 The proposed data extraction pipeline could be closely integrated with a PDF reader 

interface for the optimal support of the data extraction process. The enhanced PDF reader 

has the ability to select top relevant sentences suggested by a text-mining system, and 

automatically navigate to the sentence location in the document. This way, reviewers have 

at least two strategies to conduct the computer-assisted data extraction: (1) Rely on the 

computer-suggested sentences and follow the normal full-text screening if a relevant 

sentence cannot be found; or (2) follow the normal extraction process and use the tool for 

verification. We suggest using the first strategy for data elements for which a conclusion 

can be reached from one or two relevant sentences, such as sample size, intervention, and 

population. For elements that are often mentioned in multiple sentences (e.g., clinical 
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outcome), the second strategy might be more useful to reduce human errors. Figure 5.4 

depicts a proposal for an enhanced PDF reader that can assist the manual extraction 

process. 

 5.5.2. Limitations 

 This study focused on sample size and PICO elements that were commonly reported in 

randomized controlled trial studies. There are data elements suggested by the Cochrane 

Collaboration that were not covered. Some of those elements, such as funding sources, 

study design, and study authors, can be easily retrieved from Medline metadata. Data 

elements such as age, sex distribution, and number of participants in each group are usually 

reported in table structure, which requires a specialized table-parsing algorithm. Other 

 
Figure 5.4 - Proposed user interface of an enhanced PDF reader to assist the data extraction 
task. 
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elements, such as detailed inclusion/exclusion criteria, study duration, randomization 

method, and blinding, can be extracted with an extension of our proposed method. There 

are other machine-learning models, such as linear regression, multilayer perceptron, and 

Gaussian processes, that were not evaluated in this study and could be investigated in future 

research. For comparison of feature groups, we only used support vector machine 

regression, given its popularity and effectiveness in data mining research [31-33]. 

5.5.3. Future Work 

 To fully support the vision of computer-assisted data extraction, automated systems 

need to support diverse systematic review data elements and have an interactive user 

interface well integrated into the traditional data extraction workflow. Additional 

innovative approaches in sentence ranking and phrase extraction can be explored to find 

optimal strategies for each individual data element. 

5.6. Conclusion 

 We presented a system that can help human reviewers in extracting sample size and 

PICO values from full-text PDF reports. The system is composed of two main components: 

sentence ranking and key phrase extraction. In sentence ranking, we demonstrated that 

using a machine-learning classifier to prioritize full-text sentences performed equally or 

better than the manual abstract screening approach. That highlights the potential of using 

a machine-learning approach to replace the traditional abstract screening in searching for 

specific information. For fragment-level extraction, we showed that using an ensemble 

approach combining three different extraction methods improved extraction performance. 

The system is a key component for a computer-aided data extraction application. Future 
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research is needed to integrate the data extraction system with an effective and usable user 

interface. 
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CHAPTER 6 

DISCUSSION 

6.1 Summary 

 Systematic review (SR) development typically relies on human experts to find, 

appraise, and synthesize the best available evidence to produce reliable answers to 

scientific questions. Due to the high reliance on a manual-labor-intensive process, 

systematic review development is affected by human constraints such as limited time, 

scarce resources, inconsistencies, errors, and biases. In the 21st century, when computer 

technology has become a part of everyday life, it is worth investigating whether systematic 

review development can be enhanced through the use of computing resources in order to 

meet the needs of the health care community. 

 In this dissertation, we explored the feasibility of computer-aided solutions to enhance 

the traditional systematic review process. Two SR steps, literature search and data 

extraction, were selected as the focus for technology improvement since they are standard, 

labor-intensive, and highly associated with the quality of the final outcomes. The 

technology interventions are not intended to replace the human process, but rather provided 

as an option to integrate with the traditional workflow, aiming to enhance productivity and 

reduce errors.  

 The proposed systems were designed to be applied in a real work setting. For system 

implementation, we leveraged technology from basic computer science research: 
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information retrieval, machine-learning, and information extraction. To enhance the 

practicality of the evaluations, we developed gold standards from real-world systematic 

reviews such as ACCF/AHA practice guidelines and Cochrane reviews, and adapted 

evaluation metrics to reflect the expectation of system performance in actual practice. In 

the course of three studies, we proposed and realized innovative computer-aided methods 

to assist human experts perform literature database search and extract relevant information 

from original study reports.  

 First, we developed an information retrieval method based on extending PubMed, and 

optimized to retrieve relevant high-quality studies for clinical guideline topics (Chapter 3). 

In comparison with PubMed, the system significantly improved recall with non-significant 

loss on precision. The proposed scientific quality ranking outperformed the standard 

PubMed ranking and a general purpose machine-learning classifier. Due to better recall 

and ranking performance, the system has the potential to replace PubMed as a tool for the 

systematic search of relevant articles for systematic review development. Searchers can 

use the system as a starting point to further expand the search, or as a reference list to 

complement the results of manual search.  

 Second, we proposed the rule-based multipass sieve algorithm to help extract and 

categorize PDF text snippets into high-level document structure metadata (Chapter 4). The 

algorithm can serve as a preprocessing step in any text-mining pipeline that attempts to 

unlock information from PDF documents.  In this study, we demonstrated that the rule-

based multipass sieve approach is more effective than a popular machine-learning approach 

in categorizing PDF document structure. Furthermore, filtering nonprose texts such as 
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publication metadata and semistructures improved accuracy and efficiency of an 

information extraction system.  

 Third, we developed a system to assist in the data extraction process (Chapter 5).  The 

system accepts PDF publication reports as input, prioritizes sentences for specific data 

elements, and recommends key phrases in the sentence. In this study, we demonstrated that 

using a machine-learning classifier to prioritize full-text sentences performed equally or 

better than the manual abstract screening approach. This finding encourages the use of the 

machine-learning system in sentence prioritization to replace the traditional abstract 

screening approach when searching for specific data elements. There are also other useful 

findings. For example, using contextual and semantic features improved the ML model that 

uses Bag-Of-Term features alone. Combining several individual extraction methods might 

have a cumulative improvement effect. 

6.2 Limitations 

 This dissertation research has several limitations. First, we selected systematic review 

topics from the cardiovascular domain, so it is unknown whether the findings are 

generalizable to other domains. Yet, since our methods did not use knowledge specific to 

the cardiovascular domain, they are expected to generalize to other domains with minimal 

adaptation efforts. The machine-learning approach (Chapter 5) requires developing the 

training corpus for other domains or employing domain adaptation approaches [1]. Second, 

the frequently used approach, concept-mapping using MetaMap, often results in mapping 

generic concepts that are not useful for the NLP task. In this study we resolved the issue 

using a manually (Chapter 3) or automatically (Chapter 5) generated stop list. However, 

this approach is sometimes not optimal and not generalizable, which demands additional 
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investigation to enhance concept-mapping for specific information needs. Third, when 

evaluating impacts of PDF text classification on an information extraction system (Chapter 

4), we only tested one use case focused on filtering publication metadata and 

semistructured texts before submission to the outcome extraction system. There are other 

meaningful uses of semistructured texts for information extraction. However, they require 

specialized table/figure parsing algorithms, which go beyond the scope of this dissertation 

research. Fourth, the information extraction system (Chapter 5) only focused on sample 

size and PICO elements. There are other data elements needed in systematic reviews that 

were not covered in this research. However, the proposed framework can be extended to 

almost all elements that are embedded in narrative texts. Information unlocked in tables or 

figures typically requires different extraction techniques, such as regular expression 

matching, image processing, and optical character recognition. 

6.3 Future Research 

 This dissertation research could lead to several directions for future studies, as 

summarized below: 

- Future studies could take advantage of information retrieval techniques (query 

expansion and scientific quality ranking) developed in this research, and enhance 

and adapt to diverse clinical evidence summaries: clinical guidelines developed by 

medical societies [2], Cochrane systematic reviews [1], drug effectiveness reviews 

[3], and ad-hoc reviews. 

- The PDF text classification algorithm could be investigated in other text-mining 

research such as information retrieval, document classification, and information 

extraction.  Those branches of research typically select texts from convenient 
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sources (e.g., HTML pages, EMR, unformatted texts). Digital documents like PDFs 

are popular information sources for humans, however rarely used in text-mining 

research. 

- There is also a need to extend the information extraction system to diverse types of 

systematic review data elements, and to extract information from semistructures. 

There are ongoing studies on table structure recognition [4, 5], which might be the 

solution to the semistructures extraction problem; however, further work is required 

to verify and adapt to the needs of systematic review development. 

- The proposed techniques have the potential to apply to the systematic review 

updating process. The SR updating process attempts to identify and appraise 

evidence that is clinically significant enough to induce changes to an existing 

review. While the retrieval algorithm needs further improvement to be able to 

compare and recognize the knowledge gaps, the uses of automated citation retrieval 

and computer-aided data extraction to the updating process is essentially similar to 

the full SR process. 

- Computer-aided approaches in both literature search and data extraction tasks could 

be investigated in extrinsic studies in simulated or real work settings. This is an 

important step to assess the technology impacts in real task performance. 

Randomized controlled trial studies could be conducted to measure the impact of 

the technology intervention on productivity, time savings, error reduction, and user 

acceptance.  
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