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Harsha I. K. Rao, Student Member, IEEE, V. John Mathews, Fellow, IEEE, and Young-Cheol Park, Member, IEEE

Abstract—This paper presents a method for jointly designing 
immersive audio rendering filters for a single listener using loud­
speakers. The filters for crosstalk cancellation are assumed to 
have finite impulse responses and are designed using the minimax 
criterion. In addition to the traditional Atal-Schroeder crosstalk 
canceler structure, this paper explores an alternate topology 
that requires the approximation of a single filter. In general, 
the minimax approach provides improved low-frequency perfor­
mance leading to a better overall separation of the direct-path 
and cross-path transfer functions than least-squares designs. The 
performance of the single-filter structure is better than that of the 
traditional crosstalk cancellation structure.

Index Terms—Acoustic signal processing, crosstalk, loud­
speakers, minimax methods.

I. In t r o d u c t io n

A  3-D AUDIO system can be used to position sounds around 
a listener and make the listener perceive that the sounds 

come from arbitrary points in space [1]—[4]. Unlike a conven­
tional stereo system which can only create a virtual image of 
a loudspeaker in between the two loudspeakers, thereby cre­
ating a stereophonic environment, a 3-D audio system can po­
sition sounds anywhere around a listener. Consequently, such 
systems have applications in a variety of areas including mul­
timedia desktop computers, video games, audio, video confer­
encing, etc.

This paper addresses the problem of crosstalk cancellation 
in 3-D audio. It is important to maintain sufficient separation 
between the left and right channels by ensuring that the left 
ear signal goes to the listener’s left ear only and similarly the 
right ear signal goes to the listener’s right ear only. We con­
sider the case of two loudspeakers and one listener for sim­
plicity of analysis and presentation even though generalizations 
to higher number of filters are possible. Fig. 1 shows the tra­
ditional Atal-Schroeder crosstalk canceler [5], [6] in which a 
set of filters in combination with the acoustic paths cancels the 
crosstalk signals at the ears. In this figure, the left and right sig­
nals are and p# , respectively, li and I2 are the loudspeaker 
signals, and h* (the ipsilateral term) and h c (the contralateral
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Fig. 1. Atal-Schroeder crosstalk canceler.

term) are the head-related impulse responses (HRIRs) to the 
same-side and opposite-side ears, respectively. The objective is 
to design the filters h i, I12, h 3, and I14 such that the crosstalk 
signals are canceled, i.e., none of the p^ signal is received at 
the right ear and similarly none of the p r  signal is received at 
the left ear. Assuming that the system is acoustically symmetric 
so that the transfer functions from the left loudspeaker to the 
ears are the same as those for the right loudspeaker, it can be 
shown that the required filter responses in terms of the head-re­
lated transfer functions (HRTFs), Hi(uj) and H c(u) are given 
by

Hi{w)
H 1(u ) =  H 4(u ) =  

H 2(u>) =  H 3(lu) =
M '

(i)

In the above expressions, the HRTFs Hi(u)  and H c(u) are the 
Fourier transforms of the the HRIRs and h c, respectively. 
For the derivations in this paper, we will assume that the HRIRs 
are time-invariant. Equation (1) can be modified appropriately 
if the listener is in an asymmetric position with respect to the 
loudspeakers.

An alternative topology for implementing the crosstalk can­
cellation filters was suggested in [7]. The frequency responses 
of the four crosstalk canceler filters in (1) can be expressed in 
matrix form as

H  d(w) =
1 H %(uj) - H c(oj) 

- H c(w) Hi(w) (2)

The above representation results in the realization of the 
crosstalk cancellation filters shown in Fig. 2. This realization 
requires the design of only one filter for its implementation. 
The desired frequency response of the single filter is given by

(3)
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Fig. 2. Single filter structure for crosstalk cancellation.

It is straightforward to see that if the HRTFs are known, 
choosing H(u)  as in (3) allows complete cancellation of the 
crosstalk as well as preservation of the left and right signals 
without distortion at their destinations.

The general problem of inverse filtering of room acoustics 
when multiple loudspeakers are employed is addressed in [8]. 
Numerical issues associated with this problem was investigated 
in [9]. Several adaptive algorithms to implement the crosstalk 
cancellation filters are available in the literature [10]—[16]. They 
typically employ some variations of least-mean-squares (LMS) 
or recursive least-squares (RLS) adaptation algorithms. Time- 
domain and frequency-domain algorithms based on regulariza­
tion principles are also available [17]—[19]. The most common 
way to design the crosstalk cancellation filters employs the least- 
squares (LS) optimization technique [6]. However, minimizing 
the squared difference between the desired and actual impulse 
responses may not be ideal, and such designs may even result 
in a cross path magnitude response that is larger than the di­
rect path magnitude response in some frequency range [6]. To 
counter this problem, we consider the use of a minimax design 
criterion in this paper.

In our recent work, we presented two approaches for de­
signing individual crosstalk cancellation filters separately using 
minimax techniques [20]. While the design of the crosstalk can­
cellation filters using the complex Chebyshev algorithm [21] 
and second-order cone programming (SOCP) techniques [22] 
ensures significant channel separation, designing the compo­
nent filters independently of the others does not result in an op­
timal design of the overall crosstalk cancellation system. Fur­
thermore, the algorithm required a weighting function for the 
design of the filters and the choice of this weighting function 
played a critical role in its performance. The ad hoc and trial- 
and-error nature of the selection of the weighting function made 
the design process cumbersome.

In this paper, we present a simple and elegant minimax 
solution to the joint design of the crosstalk cancellation filters. 
The filter design for the traditional crosstalk cancellation struc­
ture can be formulated in the time-domain as an optimization 
problem in which the filter coefficients are the minimax solu­
tion to an over-determined set of linear equations. With suitable 
modification, we can also obtain the minimax solution to the 
single-filter design problem. Our approach utilizes the SOCP 
[22] techniques and it provides an excellent approximation 
to the minimax solution. The design problem is formulated 
as a convex optimization problem and solved using efficient

interior point solvers [23]. We have compared the capabilities 
of the minimax design to those of the LS design for both the 
Atal-Schroeder structure and the single-filter structure given 
in [7]. We will present the results of a large number of designs 
that demonstrate that the minimax design offers higher channel 
separation, particularly at low frequencies, than the LS method. 
Our designs also indicate that the minimax formulation of the 
single-filter structure of [7] provides a superior solution to the 
crosstalk cancellation problem when compared to the minimax 
solution for the conventional structure.

The rest of this paper is organized as follows. In Section II, 
we formulate the minimax problem for designing the 
Atal-Schroeder crosstalk canceler and the single filter in 
the alternate topology. We discuss the SOCP algorithm used 
to design the crosstalk cancellation filters in Section III. Sim­
ulation results using experimentally measured room acoustics 
data comparing the design techniques and the two structures 
are given in Section IV. Finally, our conclusions are provided 
in Section V. Throughout the paper, we have denoted vectors 
and matrices using boldfaced characters.

II. P r o b l e m  F o r m u l a t io n

A. Conventional Crosstalk Canceler

The traditional Atal-Schroeder crosstalk canceler is shown in 
Fig. 1. To simplify our analysis, we make use of the assumption 
of acoustic symmetry and also consider only the reproduction 
of the left signal P l  at the left ear. The goal is to obtain the 
filter coefficients hi(k),  k =  0 , 1 , . . . ,  K  — 1 and h,2(k), k =  
0 , 1 , . . . ,  K  — 1 such the left signal arrives at the left ear with 
unit gain and it is not reproduced at the right ear. The impulse 
response between p l  and the left and right ears, respectively, 
are

a2(k) =  hc(k) * hi(k)  +  hi(k) * h,2(

(4a)
(4b)

where * denotes convolution. These equations can be put to­
gether in matrix form as

or equivalently

a =  Ch

(5)

(6)

whereai =  [ai(0) , . . . ,  a \ ( M + K  — 2)]T is an ( M + K  — 1) x 1 
element vector, and (*)T denotes matrix transpose. The vector 
a 2 is similarly defined. The matrix C i is an ( M  +  K  — 1) x K  
element matrix defined as

C i =

h it

h i ( M -  1)

h i ( M -  1)

(7)
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We can define the matrix C 2 in a similar manner. The vectors 
h i , h 2 are the K -coefficient filters to be designed and are de­
fined as h„ =  [ M O ) , . . . ,  hn( K  — 1)]T, n =  1, 2.

We employ a minimax design criterion to obtain the filter 
coefficients h i and h 2. The approach involves minimizing 
the maximum weighted error between the desired impulse re­
sponses and the actual impulse responses. The desired impulse 
response vector a  =  [ a f , a j ]  , where a i is a pure delay and 
a 2 is a zero vector. On extensive experimentation, satisfactory 
results were obtained when the delay was chosen to be K / 2 .  
This particular value of the delay is also commonly used in the 
literature [11], [24], While implementing practical crosstalk 
cancellation systems, it might be necessary to use an attainable 
desired direct path response that takes into account the actual 
loudspeaker response [6], The overall impulse response vector 
a  is obtained upon convolution of the crosstalk cancellation 
filters with the acoustic path as described by (4a) and (4b). 
The motivation behind our approach is that by minimizing the 
joint maximum deviation of the direct path and the cross path 
impulse responses from their ideal values, we may be able to 
maximize the minimum channel separation between the direct 
and cross paths.

The cost function to be minimized to obtain the filter coeffi­
cients h  =  [ h f .h j ]  is

a  — (8)

W  = (9)

single-filter case. On comparing the single-filter structure de­
scribed by (2) and shown in Fig. 2 with the conventional real­
ization of Fig. 1, it is apparent that we can represent the two 
crosstalk cancellation filters hi and h 2 as follows:

h ^ k )  = h ( k ) *  h i ( k ) (10a)
(10b)

where h =  [/i(0),. . . ,  h ( K  — 1)]T represent the coefficients of 
the single crosstalk filter. Using these equations, we can sim­
plify (4a) and (4b) and put them together in a matrix as follows:

ai ' C i '
A .

[hi (11)

We can see that (11) is of the form a  =  C h, where a i =  
[ai(0) , . . . ,  a \ ( 2 M  +  K  — 3)]T is an (2M +  K  — 2) x 1 element 
vector, and a 2 is similarly defined

C i = hd(2M  -  2)

0

0

hd{ 2 M - 2 ) \

(12)

where || (-)lloo denotes the L ^  norm defined as Hx))^ =  max* | 
Xi |, where Xi is the -ith element of the vector x. We also suggest 
the use of a weighting matrix W , with the weights located along 
the diagonal of the matrix. The 2( M  +  K -  1) x 2 ( M  +  K -  1) 
weighting matrix W  is defined as

where I is an identity matrix of dimension ( M  +  K  — 1) x ( M  +  
K  — 1). The parameters a  and (3 are positive numbers used to 
weight the direct path and the cross path impulse responses, re­
spectively. Different choices of these parameters allow the de­
signer to emphasize the cross path or the direct path behavior. In 
all the results presented later, we chose a  to be one and (3 > a  
so as to reduce the cross path errors and increase the minimum 
channel separation. However, a large value of (3 can distort the 
direct path response significantly and adversely affect the min­
imum channel separation. In this paper, fl was chosen such that 
the channel separation was maximum subject to the constraint 
that after the crosstalk cancellation was applied, the deviation 
of the direct path frequency response from its ideal value of 
one (0 dB) was less than a specified maximum value. A sim­
ilar weighting matrix can also be applied to the LS approach to 
control the direct path and the cross path errors.

/>’. Single-Filter Crosstalk Canceler

The filter design problem formulated in Section II-A for the 
traditional crosstalk canceler can be suitably modified for the

is a (2M + K - 2 ) x K  element matrix with h^ =  h*h ; -  h*hc. 
C 2 is a zero matrix of dimension (2M  +  K  — 2) x K , and 
h  is the If-coefficient single filter to be designed. Similar to 
the design of conventional filters, we minimize the maximum 
error between the desired impulse responses and the actual im­
pulse responses. The desired impulse response vector is given 
by a  =  [ a f , a^] , with a i being a pure delay and a 2 being a 
zero vector. Since all the elements in a 2 and C 2 are zero, the 
optimization process boils down to minimizing the maximum 
direct path error to obtain the single-filter coefficients h. As a re­
sult of the complete absence of the cross path impulse response, 
we shall also not be introducing any weighting matrix in the 
problem formulation. The cost function for the single-filter de­
sign is defined as

=  ||(a1 - C i / (13)

III. M in im a x  O pt im iz a tio n

We use the SOCP approach to jointly design the crosstalk can­
cellation filters in the minimax sense. The SOCP technique has 
been used to design minimax infinite-impulse response (IIR) fil­
ters [25] and recently, Yan et al. [22] have provided a unified 
framework for the use of the SOCP technique to design FIR fil­
ters using various norms. The filter coefficients can be obtained 
as the minimax solution to the over-determined system of linear 
equations described in (6) for the two-filter realization and in
(11) for the single-filter topology. SOCP provides us with a flex­
ible structure to formulate the FIR filter design problem, and the 
optimization problem can be solved using interior point solvers 
such as those included in the Self-Dual-Minimization (SeDuMi) 
toolbox of MATLAB [23],
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The procedure for both topologies are identical. To under­
stand how the SOCP approach works, we reformulate (8) in 
terms of the filter coefficients h so as to minimize the Loc norm 
of the error given by

=  max I 
k -  Cfchl; k =  1, ,L  (14)

where W (k , k) is the kth diagonal element of the weighting ma­
trix W , a{k) is the kth element of the desired impulse response 
vector a, and C*. is the kth row of C. In (14), L  represents the 
length of a.

The minimax optimization problem can be equivalently 
stated as

min fi 
h

subject to W(k,  k)\a(k) — C*.h| < fi;

(15)

This particular formulation solves for the coefficient vector h by 
ensuring that none of the weighted error values are greater than 
S. We employed the SeDuMi toolbox to solve this problem. The 
key step involved in solving the L second-order cone constraints 
for h using SeDuMi lies in rewriting the convex optimization 
problem (15) in the standard form of a dual SOCP (given by (8) 
in [23]). To do so, we redefine the conic problem as

max b r y. 
subject to c -  A Ty 6 Qconej x Q c

X • ■ • X Q COne^

Qc : x\  £ t , x 2 £ C q 1,a.,i > || x 2

IV. Pe r f o r m a n c e  E va luation

Head-related transfer functions provide a measure of the 
transformation of sound from a point in space to the ear canal 
[1], [3], Each HRTF contains information about the time delay, 
amplitude, and tonal transformation of the signal from a specific 
location of the source to a specific ear. Three-dimensional audio 
systems usually use nonindividualized HRTFs, i.e., HRTFs 
measured from manikins. This is because the measurement of 
HRTFs is usually a complicated procedure and it is not prac­
tical to obtain the HRTFs for each and every individual. The 
HRTFs used in our simulations were taken from the extensive 
set of HRTFs measured at the University of California, CIPIC 
Interface Laboratory [29], [30], The HRTFs are available for 45 
different subjects including two Knowles Electronic Manikins 
for Acoustic Research (KEMARs) (one with large pinna and 
another with small pinna). The HRIRs are 200 taps long, sam­
pled at 44.1 kHz and are available for 25 different azimuths and 
50 different elevations for each subject. The HRIRs have been 
compensated for the response of the loudspeakers, the details 
of this procedure are explained in [29].

A. Performance Metrics

We use measures of equalization and cancellation as the met­
rics for performance evaluation in this work. Recall that, as­
suming symmetry, the frequency response of the direct path is

(16)

and the frequency response of the cross path is given by

(19)

(20)

wherey =  [<$, hT]T,b  =  [—1, 0 iXjv]T,./V represents the length 
of h, such that fi =  —bTy

(17)

Ideally, T{w) =  1 and S{ lu) =  0.
For the conventional design, the parameters that were used 

to measure the performance were the minimum channel separa­
tion, average channel separation, maximum cross path values, 
and maximum deviation of the direct path from 0 dB. Channel 
separation is defined as

and <2 Cone« is the kth symmetric cone of dimension q =  2, that 
is defined as j) =  201 = 10 (21)

(18)

In the above equations, 5ft refers to the set of real numbers, and 
C'q refers to a second-order cone of dimension q.

SeDuMi is an add-on for MATI,AH. which can solve opti­
mization problems with linear, quadratic, and semidefinite con­
straints. A primal-dual interior point algorithm is implemented 
in SeDuMi [23]. The algorithm has a proven 0 { \ f n  log(l/e)) 
worst case iteration bound, where n is the size of the problem, 
and e is the stopping criterion. The algorithm treats initializa­
tion issues by means of the self-dual embedding technique over 
a homogeneous model [26], The idea is to embed the optimiza­
tion problem into a slightly larger problem which always has a 
solution [27]. An appropriate solution to the embedded problem 
either provides a certificate of infeasibility or an optimal solu­
tion to the original problem. A detailed exposition about the im­
plementation of the algorithm in SeDuMi can be found in [28],

The maximum cross path value is given by the maximum of 
201og10 l-S'(w)! and the maximum deviation of the direct path 
from 0 dB, given by the maximum of |201og10 |T(w)||. All the 
parameters were measured in the frequency range from 50 Hz 
to 20 kHz. Since our design criterion involves minimizing the 
maximum error of the direct path and the cross path from their 
respective desired impulse responses, we intuitively expect the 
minimax method to maximize the minimum channel separation. 
We also look at the average performance of the system over the 
entire frequency range of interest. Hence, we use the average 
channel separation to be one of the performance metrics in our 
evaluation.

For the single-filter case, the channel separation as de­
fined in (21) will be a constant, irrespective of the choice 
of the single filter. This can be verified by substituting 
H ^ lo) =  H(ui) Hi(ui) and H 2(uj) =  -H(uj )  H c(u) in (19) 
and (20). H(cu) is the desired frequency response of the single 
filter, and Hi(co) and H c(u) are the estimated ipsilateral and
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Fig. 3. (a) Variation of the minimum channel separation for elevation angle =  0°. (b) Variation of the minimum channel separation for azimuth angle =  30° 
(Thick lines—256 taps, thin lines— 128 taps, solid lines—minimax, dashed lines—LS).

contralateral HRTFs, respectively. Given that the cost function 
primarily results in the minimization of the direct path error, the 
best measure for comparing the performance of the minimax 
and LS algorithms for the single-filter topology appears to the 
maximum deviation of the direct path from 0 dB.

The design of all the crosstalk canceling filters attempted to 
constrain the maximum direct path deviation to 25 dB. For this 
purpose, we designed each set of crosstalk cancellation systems 
using ten different values of f3 uniformly distributed in the range 
[10,100]. The design corresponding to the (3 value that resulted 
in the maximum channel separation and met the constraint on 
direct path deviation was selected as the solution in this paper. If 
the constraint was not met by any of the designs, the constraint 
was relaxed in steps of 10 dB, until it was achieved, and the re­
sulting system was deemed the solution to the design problem. 
The f3 values were independently selected for the minimax al­
gorithm as well as the LS algorithm according to the procedure 
outlined above. This ensures that we will be comparing the best 
possible minimax design with the best possible LS solution.

B. Results and Discussion

We have done extensive performance evaluation for both the 
conventional crosstalk canceler and the single-filter structure 
using the HRIRs from the CIPIC database [30]. The HRIRs 
available for seven different angles of elevation uniformly 
spaced between 0° and 67.5° and six different angles of az­
imuth uniformly spaced between 5° and 30° were used to 
design the crosstalk cancellation filters for each of the 45 
subjects. As a result, filters were designed for a total of 1890 
crosstalk cancellation systems. For each case, 256-tap and 
128-tap filters were designed for the analysis. For a fixed angle 
of elevation, the mean values of the performance metrics over 
all the subjects were calculated for various angles of azimuth. 
Similarly, for a fixed angle of azimuth, the mean values of the 
performance metrics over all the subjects were calculated for 
various angles of elevations.

Several authors [1] have suggested that the speakers should 
be mounted on opposite sides of the head at high elevations in a 
crosstalk cancellation system, so that the HRTFs are relatively 
flat. The HRTFs at lower elevations contain notches which can

make inverse responses ill-conditioned. However, placing the 
loudspeakers at high elevations may not be a practical solution. 
The results presented in this paper include the magnitude re­
sponses of the direct path and cross path for the commonly used 
configuration of a stereo dipole whose elevation and azimuth 
angles are 0° and 5°, respectively [31]. In addition to the above 
results, we will also present histograms of the performance met­
rics over all the 1890 crosstalk cancellation systems comparing 
the two algorithms for each type of design.

Fig. 3(a) shows the mean values of the minimum channel sep­
aration over all the 45 subjects calculated for various angles of 
azimuth and for a fixed angle of elevation. Similarly, for a fixed 
angle of azimuth, the mean values of the minimum channel sep­
aration over all the 45 subjects were calculated for various an­
gles of elevation, and the plot is depicted in Fig. 3(b). We have 
chosen the fixed angle of elevation to be 0° and the fixed angle of 
azimuth to be 30° for our plots. The overall behavior of the met­
rics for other elevation angles and azimuth angles were similar 
to those shown in this paper. The results indicate that on average, 
the minimax method offers 5-10 dB or more minimum channel 
separation than the LS technique for the 256-coefficient design. 
For the 128-coefficient design, the performance improvement 
of the minimax design technique is slightly lower, but still sig­
nificant. Furthermore, there is significant overlap of the direct 
path with the cross path responses using the LS method for this 
case. There are cases when the direct path and the cross path re­
sponses slightly overlap for the 128-coefficient minimax filters, 
but such overlaps are of smaller magnitudes than the overlaps 
that occurs for the 128-coefficient LS filters.

We have compared the results of the mean values of the av­
erage channel separation in Fig. 4. Despite the fact that the min­
imax cost function only minimizes the maximum errors, the 
crosstalk cancellation systems designed using 256-tap minimax 
filters provide higher average channel separation when com­
pared with a corresponding LS system. However, the 128-tap 
design resulted in comparable performance for the two design 
methods. That the 256-coefficient, minimax design resulted in 
significantly better performance than the corresponding least- 
squares design may be somewhat surprising to some. However, 
we note here that the joint least-squares design, as formulated in
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Fig. 4. (a) Variation of the average channel separation for elevation angle =  0°. (b) Variation of the average channel separation for azimuth angle =  30°. (Thick 
lines—256 taps, thin lines— 128 taps, solid lines—minimax, dashed lines—LS).

Fig. 5. (a) Variation of the maximum cross path values for elevation angle =  0°. (b) Variation of the maximum cross path values for azimuth angle =  30°. (Thick 
lines—256 taps, thin lines— 128 taps, solid lines—minimax, dashed lines—LS).

Fig. 6 . (a) Variation of the maximum direct path deviation for elevation angle =  0°. (b) Variation of the maximum direct path deviation for azimuth angle =  30° 
(Thick lines—256 taps, thin lines— 128 taps, solid lines—minimax, dashed lines—LS).

this paper, does not guarantee the maximization of the average 
channel separation in the frequency domain.

The mean of the maximum cross path values as shown in 
Fig. 5 are significantly lower for the 256-coefficient minimax 
filters implying that these systems offer better crosstalk cancel­
lation. The performance of the 128-tap designs are comparable

in this case. Fig. 6 shows that the maximum deviations of the di­
rect path from 0 dB are comparable for the 256-tap designs. We 
should also keep in mind that the crosstalk cancellation systems 
have been designed subject to a constraint which limits the max­
imum direct path deviations to be below a prescribed threshold. 
On the other hand, the direct path deviations are much lower
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(a) (b)

Fig. 7. Direct path and cross path magnitude responses for elevation =  0°, azimuth = 5 °  using a conventional crosstalk canceler having (a) 256 coefficients and 
(b) 128 coefficients. (Thick lines—minimax and thin lines—LS).

for the 128-coefficient minimax filters when compared to the 
128-coefficient LS filters. Thus, we can see from Figs. 5 and
6 that a combination of the low cross path characteristics along 
with the superior direct path behavior of the minimax design ex­
plains the minimum channel separation and the average channel 
separation as depicted in Figs. 3 and 4, respectively.

A representative plot of the magnitude responses of the direct 
and cross paths for a 256-tap crosstalk cancellation system for 
elevation angle 0° and azimuth angle 5° illustrating the superior 
performance of the minimax method is shown in Fig. 7(a). We 
can see from the figure that the minimax systems offers excel­
lent channel separation with no overlap of the direct path and 
the cross path magnitude responses across the entire frequency 
range of interest. In the low-frequency region, as a consequence 
of the minimax filters providing lower crosstalk, the channel 
separation is much higher than what we can obtain using the 
LS filters. We also observe that minimax design exhibits supe­
rior performance even at frequencies less than 50 Hz. This may 
not be perceptually significant to a listener, nevertheless, we feel 
that it is important to highlight the consistent behavior of the 
minimax algorithm over a wide range of frequencies. Fig. 7(b) 
displays the magnitude responses associated with the two de­
signs for elevation angle 0° and azimuth angle 5° for the 128-co­
efficient filters. From these results also, we can see the improve­
ment in channel separation provided by the minimax filters. In 
contrast to the minimax design, the direct path and cross path re­
sponses overlap significantly in the LS design. The results also 
indicate that the performance of the LS designs are unacceptably 
poor at some frequencies, justifying our preference for the min­
imax design. Fig. 8 compares the direct path and the cross path 
impulse responses of the minimax solution with the impulse re­
sponses obtained using the LS solution. While these plots are not 
a true indicator of the performance improvement obtained using 
the minimax algorithm, it does serve to illustrate the achieve­
ment of a near-ideal response for the direct path as well as the 
cross path.

The histograms of the performance metrics of the 256-tap 
crosstalk cancellation systems for all the design cases are shown 
in Figs. 9 and 10. In general, the minimax crosstalk cancellation 
systems exhibit higher channel separation and lower maximum

Fig. 8. Direct path (DP) and cross path (CP) impulse responses for elevation 
=  0°, azimuth = 5 °  using a conventional crosstalk canceler having 256 coef­
ficients.

cross path values. The maximum direct path deviation is com­
parable for both designs, even though the minimax designs may 
have a slight advantage in this area also. Recall that both the de­
signs constrain the maximum value of the direct path deviation. 
The comparable performance of the two designs may be due to 
this constraint.

Fig. 11 shows the effect of the weighting matrix W  on the 
minimax designs. The minimax systems implemented by se­
lecting a  to be one and (3 as chosen by the algorithm were com­
pared with the minimax filters designed using unity values for 
a  and (3. Fig. 11(a) plots the magnitude responses of the direct 
and cross paths for elevation angle 0° and azimuth angle 5° for 
the cases when the minimax algorithm was implemented using 
(a =  1, f3 =  1) and (a =  1, (3 =  30). Similarly, the crosstalk 
cancellation system for elevation angle 0° and azimuth angle 
30° was implemented using (a  — 1,(3  =  1) and (a — 1, 
(3 =  100) and the magnitude responses are plotted in Fig. 11(b). 
We once again recognize the fact that these values for /3 were se­
lected by the algorithm according to the procedure described in 
Section IV-A. Though the use of nonuniform weights increases 
the distortion of the direct path, there is a tremendous improve­
ment in the cross path behavior leading to a significant increase 
in the channel separation.
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Fig. 9. Histograms comparing (a) the minimum channel separation and (b) the average channel separation for the conventional crosstalk canceler. (Dark 
boxes—minimax, light boxes—LS).

Fig. 10. Histograms comparing (a) the maximum cross path values and (b) the maximum direct path deviations for the conventional crosstalk canceler. (Dark 
boxes—minimax, light boxes—LS).

Fig. 11. Direct path and cross path magnitude responses for a 256-tap minimax crosstalk canceler for (a) elevation =  0°, azimuth =  5°. [Thick lines—(a  =  1, 
/3 =  30), thin lines— ( a  =  1, (3 =  1)] (b) elevation =  0°, azimuth =  30°. [Thick lines— ( a  =  1, (3 =  100), thin lines— ( a  =  1, (3 =  1)].

In the next set of results, we present a similar statistical anal­
ysis to demonstrate the effectiveness of the minimax algorithm 
for designing crosstalk cancelers realized using the single-filter 
topology. We can obtain reasonably accurate estimates of the 
HRIRs using an LMS algorithm or another appropriate tech­
nique. As a result, the single-filter structure will ensure that

the cross path response given by (20) is almost zero, irrespec­
tive of the method used. Consequently, we consider only the 
maximum direct path deviation as the performance measure for 
the single-filter case. Representative magnitude response plots 
for the systems designed using 256 coefficients and 128 coeffi­
cients are shown in Fig. 12(a) and (b), respectively, for elevation
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Fig. 12. Direct path and cross path magnitude responses for elevation =  0°, azimuth = 5 °  using a single-filter crosstalk canceler having (a) 256 coefficients and 
(b) 128 coefficients. (Thick lines—minimax and thin lines—LS).

Fig. 13. Statistics for the single-filter structure—(a) Variation of the maximum direct path deviation for elevation angle =  0°. (b) Variation of the maximum direct 
path deviation for azimuth angle =  30°. (Thick lines—256 taps, thin lines— 128 taps, solid lines—minimax, dashed lines—LS).

Fig. 14. Histogram comparing the maximum deviation of the direct path for 
the single-filter structure. (Dark boxes—minimax, light boxes—LS).

angle 0° and azimuth angle 5°. Fig. 13 shows the statistics for 
the single-filter structure. These results indicate that when com­
pared with the LS method, the maximum deviation of the direct 
path from 0 dB is significantly lower for the minimax method 
for both the 256-tap and 128-tap filters. Besides facilitating a 
lower value of the maximum direct path deviation than the LS

Fig. 15. Comparison of the direct path and cross path magnitude responses of 
a conventional system with those of a single-filter system for elevation =  0° 
and azimuth = 5 ° .  (Thick lines—conventional design, thin lines—single-filter 
design).

approach, the minimax method also results in direct path gains 
that are closer to one in the low frequency region. It might ap­
pear that while the direct path performance of the LS method is 
poorer, it offers lower crosstalk over the same frequency range. 
Since both the minimax and the LS methods offer more than
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AZIMUTH ANGLES ELEVATION ANGLES

(a) (b)

Fig. 16. a) Variation of the minimum and average channel separations for elevation angle =  0°. (b) Variation of the minimum and average channel separations 
for azimuth angle =  30°. (Thick lines—minimum values, thin lines—average values, solid lines—conventional design, dashed lines—single-filter design).

Fig. 17. Histograms comparing (a) the minimum channel separation and (b) the average channel separation for the conventional and single-filter systems. (Dark 
boxes—conventional design, light boxes—single-filter design).

60-dB crosstalk cancellation, this is not a perceptible advantage. 
Fig. 14 displays the histogram plot comparing the 256-tap min­
imax and LS crosstalk cancelers. We can see that the minimax 
design results in a higher distribution of crosstalk cancellation 
systems that exhibit lower values of maximum direct path devi­
ation than the LS designs.

Finally, we compare the performance of the traditional 
Atal-Schroeder crosstalk cancellation system with the 
single-filter topology designed using the minimax approach. 
Let M  be the length of the acoustic HRIRs, K c the length of 
the conventional crosstalk cancellation filters, and K s be the 
length of the single filter. The total number of coefficients in 
a conventional system is 4K c and a single-filter system has
4M  +  2K s coefficients. In general, if K c — K s — K  and 
K  < 2M , the complexity of the conventional system is less 
than that of a single-filter system.

Fig. 15 compares the performance of the two topologies 
designed using the minimax criterion when their implementa­
tion complexities were the same. In this case, the single-filter 
system required the design of a 1 1 2 -coefficient filter, and the 
conventional system was based on the design of the two filters 
with 256 coefficients each. To make the simulations realistic,

we estimated the HRIRs using an LMS algorithm from a 
simulated acoustic environment. The simulations employed 
the CIPIC database to generate the acoustic signals used in 
the estimation process. The signal-to-noise ratio (SNR) of the 
measured signals was 30 dB in all cases. The performance 
comparison indicate that the single-filter structure offers excel­
lent crosstalk cancellation, and it exhibits satisfactory direct 
path performance. Consequently, the overall channel separa­
tion is comparatively higher than the conventional crosstalk 
cancellation system.

Finally, we present the statistics of the minimum and average 
channel separations for the two topologies. Fig. 16 displays 
the mean values of the minimum and average channel separa­
tions over all the 45 subjects. The single-filter design provides
5 dB or more minimum channel separation than the conven­
tional design. The average channel separation is also higher for 
the single-filter design. The superior performance of the single­
filter structure is further confirmed by the histograms shown in 
Fig. 17. The distributions indicate that the single-filter design re­
sults in more number of crosstalk cancellation systems having 
higher minimum and average channel separations than the con­
ventional crosstalk canceler.
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V. C o n c l u s i o n

In this paper, we presented a method to jointly design the 
crosstalk cancellation filters for a conventional crosstalk cancel­
lation system as well for a single-filter topology using minimax 
techniques. The algorithm is easy to formulate, can be imple­
mented efficiently, and achieves excellent channel separation, 
especially at low frequencies. Simulation results indicate that 
the single-filter structure is more robust to errors in estimation 
of the HRIRs. The single-filter design also offers better cancella­
tion and channel separation than the conventional crosstalk can­
celer structure. These characteristics of the minimax crosstalk 
cancellation filters makes the authors believe that the approach 
presented in this paper is an attractive alternate to techniques 
currently available in the literature. Loudspeaker inputs can play 
an important role in practical crosstalk cancellation systems, 
and regularization techniques are commonly used to avoid over­
loading the loudspeaker at low frequencies. It may be worth­
while to devise a regularization scheme applicable for the min­
imax techniques described in this paper.
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