
Adaptive 
Polynomial Filters

V. J O H N  M A T H E W S

While linear filters are useful in a large number of applications and relatively simple from conceptual 
and implementational view points, there are many practical situations that require nonlinear processing 
of the signals involved. This article explains adaptive nonlinear filters equipped with polynomial 
models of nonlinearity. The polynomial system s considered are those nonlinear system s whose output 
signals can be related to the input signals through a truncated Volterra series expansion, or a recursive 
nonlinear difference equation. The Volterra series expansion can model a large class of nonlinear 
system s and is attractive in adaptive filtering applications because the expansion is a linear combina­
tion of nonlinear functions of the input signal. The basic ideas behind the development of gradient and 
recursive least-squares adaptive Volterra filters are first discussed, followed by adaptive algorithms 
using system  models involving recursive nonlinear difference equations. Such system s are attractive 
because they may be able to approximate many nonlinear system s with great parsimony in the use 
of coefficients. Also discussed are current research trends and new results and problem areas 
associated with these nonlinear filters. A lattice structure for polynomial models is also described.

Linear filters have played a very crucial role in the 
development of various signal processing techni­
ques. The obvious advantage of linear filters is 

their inherent simplicity. Design, analysis, and im­
plementation of such filters are relatively straightfor­
ward tasks in many applications. However, there are 
several situations in which the performance of linear 
filters is unacceptable. A simple but highly pervasive 
type of nonlinearity is the saturation-type nonlinearity. 
Trying to identify these types of systems using linear 
models can often give misleading results. Another 
situation where nonlinear models will do well when 
linear models will fail miserably is that of trying to relate

two signals with nonoverlapping spectral components.
When confronted with a nonlinear systems problem, 

many engineers shy away from the situation (in the 
words of Rugh [Ru81], “hoping that the problem will go 
away") mainly because the solutions are often difficult 
from an analytical and/or computational point of view. 
Moreover, the rich variety of highly developed tools 
available for solving linear system s engineering 
problems are just not there when it comes to most 
nonlinear systems problems. The difficulties men­
tioned above are much more magnified in the case of 
adaptive nonlinear systems. The purpose of this paper 
is to give the reader an introduction to adaptive non­
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linear systems. Without going into great mathematical 
detail, this paper will discuss two common models of 
nonlinearity employed in adaptive filtering applications 
and some adaptive filter structures that evolve from the 
use of these models.

System analysis using nonlinear structures has 
several applications. High-speed communications 
channels often need nonlinear equalizers for acceptable 
performance. Although channel equalization using 
linear, tap delay line structures is adequate in many 
applications, there are several other situations when 
they will not work at all. For example, Lucky [Lu75] has 
conjectured that error probability performance of data 
transmission systems operating at rates better than 
4800 b its/s is due almost entirely to nonlinear distor­
tion.

In telephone transmission, nonlinearities arise prin­
cipally from inaccuracies in signal companding. In 
digital satellite links, the satellite amplifiers are usually 
driven to near the saturation point and they exhibit 
highly nonlinear characteristics. Several researchers 
have used Volterra series representation [Sa83a, 
Sa83b, Sc80, Sc81, Ru81] of nonlinear systems to 
implement nonlinear channel equalizers [Be83, Be85, 
Be87, Bi84a, Fa78]. Other applications of nonlinear 
models and filtering in communication problems in­
clude echo cancellation [Ag82, Ca85, Si84, Sm8 8 , 
Th71], performance analysis of data transmission sys­
tems [Be76, Be79, Ki83, Ma85], adaptive noise cancel­
lation [C0 8 O, St85], and detection of nonlinear 
functions of Gaussian processes [Ke85]. Nonlinear fil­
ters are very useful in modeling biological phenomena 
[Hu8 6 , K0 8 6 , Ma78], myoelectric signal processing 
[Ja84], characterization of semiconductor devices 
[Ja77, Na67, Na70, Pr75, Re84], image processing 
[Ra87, Ts8 8 ], modeling drift oscillations in random seas 
[Ko83b], and several other areas.

Unlike the case of linear systems which are complete­
ly characterized by the system’s unit impulse response 
function, it is impossible to find a unified framework for 
describing arbitrary nonlinear systems. Consequently, 
the researchers working on nonlinear filters are forced 
to restrict themselves to certain nonlinear system 
models tha t are less general. Nonlinear filters 
developed using such models include order statistics 
filters [Bo83b, Le85, No82], homomorphic filters 
[Op6 8 ], morphological filters [Ma87a, Ma87b], and fil­
ters based on Volterra and other polynomial descrip­
tions of the nonlinearities involved. Order statistics 
filters are attractive because of their robustness and 
computational simplicity. As the name suggests, they 
are based on the order statistics (i.e., the location of any 
given data sample in a rearrangement of the samples 
under consideration in the ascending or descending 
order of magnitude) of the input signal to the filter. A 
very widely used order statistic filter is the median filter. 
Such filters have good edge preserving properties and 
are very useful in removing additive impulse noise (in 
general, noise belonging to long-tailed distributions) 
from the input signals, and have found applications 
especially in image processing. Homomorphic filters 
are among the oldest types of nonlinear filters and have 
applications in image enhancement, seismic signal

processing, and removal of multiplicative noise from 
input signals. Models of human visual systems based 
on homomorphic filters have been extensively used in 
image coding applications [St72]. Morphological filters 
utilize geometric features of the input signals and are 
employed in applications involving shape recognition, 
edge detection, and others. A good description of time- 
invariant nonlinear filters belonging to all of the above 
classes may be found in [Pi90a].

In this paper, we will concentrate on polynomial 
models of nonlinearity. Such models are more general 
than most of the other models that were discussed 
above. Two specific cases will be considered in some 
detail — adaptive filters employing truncated Volterra 
series representation of nonlinear systems and those 
using recursive nonlinear difference equations to relate 
the input and output signals of the system. Even 
though it is possible to treat the truncated Volterra 
series representation as a special case of the recursive 
nonlinear system representation and consider a unified 
framework for polynomial system representations, we 
will discuss the two cases separately. The Volterra 
system model is extremely popular in adaptive non­
linear filtering and has developed an identity of its own 
in the last few years. The theory of adaptive nonlinear 
filters employing nonlinear feedback models, on the 
other hand, is very much in its infancy; and while such 
systems are very attractive from an implementational 
point of view, there are several problems for which 
effective solutions have not yet been found. Discussing 
the two cases separately will enable us to treat such 
problems in a better manner. Adaptive order statistic 
filters are available [Pa8 8 , Pi90b], but we will not dis­
cuss them here.

V O LTER R A  SER IES E X P A N S IO N  
F O R  N O N L IN E A R  S Y S T E M S

Let x[n] and y[n] represent the input and output 
signals, respectively, of a discrete-time and causal non­
linear system. The Volterra series expansion for y(n) 
using x[n] is given by [Sa83a, Sa83b, Sc80, Sc81, Ru81)

y[n] = ho + ^  hilmi] x(n-mil (1)
m i=0

m2] x(n-mi] x[n-m2] + ...
m\=0  m.2-0

+ £  ^ ...^hp [m i, m2,...,m.p\x{n-mi]x{n-m2 ]... x[n-mp]
mi=0 rrt2=0 nip=0 

+...)

In (1), hplmj, m2, ..., mp] is known as the p-th order 
Volterra kernel of the system. Without any loss of 
generality, one can assume that the Volterra kernels are 
symmetric, i.e., h [mj, m2, .... nip] is left unchanged for 
any of the possible p! permutations of the indices mj, 
m2, ..., m . We will not delve deeply into the questions
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systems involving this type of nonlinearity. Even 
though clearly not applicable in all situations, Volterra 
system models have been successfully employed in a 
wide variety of applications, and such models continue 
to be popular with researchers in this area.

Among the early works on nonlinear system analysis 
is a very important contribution by Wiener [Wi58]. His 
analysis technique involved white Gaussian input sig­
nals and used “G-functionals” to characterize nonlinear 
system behavior. Following his work, several re­
searchers have employed Volterra series expansion and 
related representations for estimation and time-in­
variant nonlinear system identification [Ba63, Ba64, 
Bo83a, Br70, Ew80, Ey63, Fa80, Ko84a, Ko84b, La81, 
Th84]. Two recent books [Ru81, Sc80] describe the 
theory of nonlinear system represen tation  and 
parameter estimation using Volterra series expansions. 
The review articles [Bi80, Bi84c, Sc81] also detail some 
of the work done in (nonadaptive) estimation of non­
linear system parameters using Volterra series repre­
sentation.

Since an infinite series expansion like (1) is not useful 
in filtering applications, one must work with truncated 
Volterra series expansions of the form (see Fig. 2)

h, [0]
x[n]

Fig. 1. Almost all physical systems exhibit some type of 
saturation effects. The figure shows three types of saturation 
nonlinearities for memoryless systems. A convergent Taylor 
series expansion exists for all of the real axis only for the non­
linearity depicted in (b). Fortunately, the saturation effects in 
a wide class of memoryless physical systems can be modeled 
adequately using the input-output relationship as shown in
(b). The limitations and advantages associated with modeling 
dynamic nonlinear systems using Volterra series expansions 
in the input signals is similar to those of Taylor series expan­
sions for memoryless nonlinearities.

of convergence and uniqueness of Volterra series ex­
pansions of nonlinear systems. The interested reader 
may refer to [Bo85, Br76, Le78, Sa83c].

One can think of the Volterra series expansion as a 
Taylor series expansion with memory. The limitations 
of the Volterra series expansion are similar to those of 
the Taylor series expansion — both expansions do not 
do well when there are discontinuities in the system 
description. As an example, consider a memoryless 
nonlinear system described by (see Fig. 1)

(2)

where sign!*, denotes the signum function of (•). There 
is no convergent Taylor series expansion for the system 
in (2 ) about x[n] = 0 , and it is straightforward to infer 
that no convergent Volterra series expansion exists for

Fig. 2. A truncated Volterra system of order P= 2 and N - 1 =
2 delay elements. Note that this system is linear in the input 
signal to each coefficient. This fact highly simplifies the 
design problems involving Volterra series representations. On 
the other hand, even for moderately large values of N and P. 
the number of coefficients becomes very large. Consequently, 
the truncated Volterra series representation is most useful in 
applications where the values of N and P are relatively small.
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response signal d[n] using a second-order truncated 
Volterra series expansion in the input signal x[n] as

Fig. 3. A block diagram of the adaptive Volterra filter. d[nl is the 
desired response signal and x[nl is the input to the adaptive fil­
ter. &[n] is an estimate of djnl and is computed as a truncated 
Volterra series expansion in x[n], The objective, as in most 
adaptive filtering problems, is to choose the coefficients of the 
adaptive filter so that an appropriate convex function of the 
error signal (e[nj) is minimized. The adaptation algorithm 
depends on the choice of the above cost Junction. Among the 
most commonly used algorithms are the least mean square 
(LMS) algorithm and its variations. Recursive least squares 
(RLS) algorithms for adaptive Volterra filtering are at least an 
order of magnitude more complex than LMS-type algorithms.

&[n] = Yj *[n-mi]
(4)rni=0

N-1 IV-1
+ 1  I  fialmi. m2 : n] x[n-mi] x[n-m2]
mi=0 iri2=mi

fi,[m,: n] and m2; nl in (4) are the adaptive filter
coefficients that are iteratively updated at each time so 
as to minimize some convex function of the error signal 
defined as

e[n] = d\n] -  c2[n] (5)

y[n] = X  4 n -m il
m,=0 (3)

N-l IV-1
+ E  X  telnn.rrd x[n-mi] x[n-m2]
m2=0 mi=0

N-l A/-1
+ ... +X ---X  hp [mi, m2. .... rrip] x[n-mi]... x[n-mpl

mp=0 mi=0

(h0 can often be estimated outside the basic adaptive 
filter structure. Therefore, we will, without loss of 
generality, assume that h0 = 0.) Note that there are 
OfN13) coefficients in this polynomial expansion (i.e., the 
number of coefficients is proportional to Np). One big 
disadvantage for the Volterra system model as in (3) is 
that the complexity of implementing filters using this 
model can be very large even for moderately large values 
of N and P. Consequently, most of the practical applica­
tions of systems employing Volterra series expansions 
involve low-order models. Later on, we will consider a 
model that is more parsimonious in the number of 
coefficients.

A D A PTIV E FILTERS U S IN G  
T R U N C A T E D  V O LTER R A  
SER IES E X P A N S IO N S

Figure 3 shows the block diagram of an adaptive 
Volterra filter. For simplicity, let us consider a second 
order (P = 2) Volterra series expansion. The adaptive 
filter in this case would try to estimate the desired

What makes the derivation of adaptive Volterra filters 
relatively straightforward is the fact that the error signal 
can be written as a linear combination of the input 
signal to each filter coefficient. (In the case of the 
second-order Volterra filter, the relevant signals are 
x[n], x[n-l], .... x[n-N+l], x2[n], x|n]x[n-l], .... 
x[n]x[n-N+l], .... x2[n-N+l].) This fact also makes the 
theoretical performance analysis of such filters a rela­
tively straightforward extension of the linear filtering 
case. The LMS adaptive filter [Ha8 6 ] updates the coef­
ficients at each time using a steepest descent algorithm 
that tries to minimize e2[n] at each time. The update 
equations for the second order Volterra filter can be 
easily shown to be [C08O, Ko85]

hi [mr, n+1] = hi [mi: n]
|ii de  [n]_
2 3hi [mi: n]

hi [mi: n] + |aie[n] x[n-mi]

and

(6)

, , . , H2 9e2[n]__h2 [mi, m2: n+1] = h2[m!, m2: n[ -  - ^  n]

= h2[mi, m2; n] + |a2e[n] x[n-mi] x[n-m2] (7)

where n, and |i2 are small positive constants that 
control the speed of convergence and the steady- 
state /tracking properties of the filter. For more general 
cases, similar update equations can be easily derived. 
Several variations of the LMS algorithm are also avail­
able. Adaptive Volterra filers with time-varying conver­
gence param eters are presented in [Si87]. The 
adaptation algorithm employed in these filters is a 
variation of the "sign algorithm" [C181, Ma87c] which is 
simpler to implement than the LMS algorithm. Adap­
tive Volterra filters based on distributed arithmetic 
implementation are presented in [Si8 6 , Sm8 8 ]. A 
gradient adaptive quadratic filtering (only second-order 
coefficients are used here) algorithm employing an LU 
decomposition of the quadratic coefficient matrix is 
discussed in [L0 8 8 ]. This paper also discusses VLSI 
implementations of adaptive Volterra filters.

For notational simplicity as well as ease of perfor­
mance analysis, it is usual to rewrite the adaptive
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TABLE I
THE LMS SECOND-ORDER VOLTERRA FILTER J  [n] = £  Xn~k(d  [fc] -  HT[n] X  [fc] J

/c=0
(8)

Coefficient. Vector
filn]= ̂ hi[0;n],hi[l;n]....hi[JV-l;R],h2[0,0;R],h2[0,l;R],

...,h2[0,W-l;n],h2[l,l;n ].....h2lJV-l,N-l;R]]T

Input Vector
X[r] = [x(r], x[r-1], ... , x[n-iV+l], An], x[r], x|r-1], ••• , 

xfn]. x(r-N+1], ^[n-l], ... , a r̂-N+I]]

Initialization
H[0] can be arbitrarily chosen.

Algorithm
e [r] = d [r] - Ht[r] X [r]

H  [r+1] = H  [r] + |iX [r] e [n]

Note: ( )T denotes matrix transpose, n is a diagonal matrix 
with |ii appearing in the first N diagonal entries and u2 
appearing in the rest of the diagonal entries.

where H[n] and X[n] are the coefficient and input signal 
vectors, respectively, as defined in Table I and X 
(0 < < k < 1 ) is a factor that controls the memory span 
of the adaptive filter. The solution to this problem at 
each time can be easily found by differentiating J[n] with 
respect to H[n], setting the derivative to zero, and solving 
for H[n]. The optimal solution at time n is given by

H[n] = C - 1[n]P[n\ (9)

where

n
C [n] = X  *-n~k x  xTM (1Q)

k=0

and

filtering algorithm using vector notations. The relevant 
equations are shown in Table I. Note that the structure 
of the adaptive filter is different from that of the linear 
case only in the way in which the vectors are defined. 
It is relatively straightforward under some simplifying 
assumptions to show that the mean values of the 
coefficients converge (for stationary environments) to 
their optimal values if the convergence constant is 
chosen such that 0  < [ij, (i2 < 2 //.max, where /.rnax is the 
maximum eigenvalue of the autocorrelation matrix of 
the input vector X[n]. The problem, as is for the linear 
case, is that the eigenvalues of the autocorrelation 
matrix control the speed of convergence. In general, the 
larger the eigenvalue spread (the ratio of the maximum 
and minimum eigenvalues), the slower is the conver­
gence speed. This is particularly troublesome in the 
nonlinear filtering case, since the eigenvalue spreads 
are in general very large. Even when the input signal 
is white, the presence of the nonlinear entries in the 
input vector will cause the eigenvalue spread to be more 
than one. Consequently, it is important to seek alter­
nate algorithms and structures that have convergence 
behaviors that are independent of or less dependent on 
the statistics of the input signal. One approach is to 
use recursive least squares (RLS) algorithms in place of 
the LMS adaptive filter. Another alternative is to use 
lattice (or other orthogonalized) structures to implement 
the nonlinear filters. We will very briefly discuss the 
ideas behind RLS adaptive Volterra filters next.

The LMS adaptive filter can be considered as an 
approximate solution to the statistical optimization 
problem that tries to minimize the mean squared value 
of the estimation error at each time. RLS adaptive 
filters, on the other hand, yield the exact solution to an 
optimization problem formulated in a deterministic 
fashion. One such formulation gives rise to the ex­
ponentially weighted RLS adaptive filter and in the case 
of the second-order Volterra filter, such adaptive sys­
tems minimize the following cost function at each time

n
P[n] = J j Xn k cHk]Xlk]  (11)

k=0

H[n] can be recursively updated by realizing that 

C [n] = X C [n-1] + X [n] XT[n] (12)

and

TABLE II
THE RLS ADAPTIVE SECOND-ORDER 

VOLTERRA FILTER

Coefficient Vector
H[n]=[hi|0;R], hi[l;R],...,hi[W-l;R],h2[0,0;R],h2[0,l;n], 

...,h2[0,]V-l;R],h2[l,l;R],...,h2[iV-l,N-l;R]]T

Input Vector
X]r] =[x(r], x(r-1]..... xtR-N+1], An], x[r], x(r-1].......

x[R], x[r-N+1], x^n -l], ... , x V -N + l]]

Initialization
HIO] = [0, 0...... 0]T

C _1[01 = 5”1 I
5 = a small positive constant

Algorithm
. . .  r 1 cV U X Ir]k [R] =------ t—=------:----------1 +X_1Xr[R] C_1[r-1]X[r]

e [r) = d [r] - Ht[r-1] X [r]

H [r] = H [r—1) + \ik [r] e [n] 
c _1 [r] = r ^ ’V-u - r'fc[R] xt[r] c _1[r-i]

e[n] = d [r] - Ht[r] X [n]
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Fig. 4. The two curves in each figure compare the speed of 
convergence of the RLS and LMS adaptive Volterra filters.
The performance measure is defined in the text. The plots on 
the top compare the performance of the linear coefficients and 
those at the bottom compare the performance of the quadratic 
coefficients of the adaptive filters. The parameters |i and X of 
the filters were selected such that the curves eventually meet 
(i.e., the steady-state performances of the two systems are 
similar). The superior convergence behavior of the RLS algo­
rithm in this example is obvious. However, this improved per­
formance comes at the cost of a substantial increase in the 
computational complexity.

P  [n] = X P  [n— 1] + d  [n] X  [n] (13)

h2[0 ,0 ],h2[0 , l],h2[0,2],h2[0,3],h2[l, l],h2[l,2],h2[l,3], 
h2[2,2], h2[2,3], h2[3,3]

= H4)
[0.54, 3.72, 1.86, -0.76, -1.62, 0.76, -0.12,

1.41, -1.52, -0.13]

respectively. The input signal x[n] was obtained by 
processing a zero-mean and Gaussian signal with a 
linear filter with impulse response sequence given by

hn =
0.25; n = 0

J 1.0 ; n = 1
0.25; n=  2
0 .0 ; otherwise

(15)

The input signal variance was selected so that the 
power of the corresponding output of the unknown 
Volterra system was about 1. The desired response 
signal d[n] was obtained by adding a zero-mean and 
white Gaussian sequence (that was uncorrelated with 
x[n)) to the output of the unknown system. The output 
signal to measurement noise ratio was chosen to be 
approximately 30 dB. The forgetting factor X was 
chosen to be 0.995. The step sizes |ij and (i2 of the LMS 
filter were chosen so that the steady-state excess mean- 
squared estimation error of the LMS and RLS algo­
rith m s were abou t the sam e. Fifty d ifferent 
experim ents were conducted using 2 0 ,0 0 0  data 
samples each. The data used in each of these experi­
ments were uncorrelated with those used in the other 
49 experiments. The results presented in Fig. 4 have 
been averaged over the 50 independent experiments.

Figure 4 displays a measure of the mean-squared 
deviations of the adaptive filter coefficients from the 
coefficients of the unknown system for the first 10 ,000  
time samples. The linear and quadratic coefficients are 
considered separately. The measures displayed in the 
figure are defined as

One can simplify the computational complexity a 
little bit by making use of the matrix inversion lemma 
for inverting C[n]. This will result in the algorithm given 
in Table II. The derivation is similar to that for the RLS 
linear adaptive filter given in [Ha8 6 , Chapter 8 ].

We now present the results of an experiment that 
compares the performance of the two algorithms. In the 
experiment, both LMS and RLS algorithms were used 
to identify an unknown, time-invariant second-order 
Volterra system from measurements of its input signal 
and a noisy version of the output. The memory span of 
the unknown system was four samples long (i.e., N = 4) 
and the coefficients were given by

|hi[0], hi[l], h i[2], h i[3]; = [-0.78, -1.48, -1.39, 0.04]

and

II VL[n] II = 1 0  log

and

IV-1
^7fii[i; n] -  hi [i]'
i=0 ' (16)

I (h i[ i]y

t=0

II Vein] II = 10  1 o g ^ -^ j-rW l (17)

X  X( h 2 i i j r
i=0 J=i '

respectively.
These results demonstrate that the RLS algorithm 

clearly outperforms the LMS adaptive filter in terms of 
speed of convergence. The experiments were repeated 
for white Gaussian input signal as well as white and 
colored signals generated from a uniformly distributed 
random process. The results were similar to those 
shown in Fig. 4. The results of the performance com-
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x|n| y|n]

Fig. 5. Block diagram of a simple bilinear system This sys­
tem is representative of more general nonlinear systems that 
are described using recursive nonlinear difference equations. 
The key advantage of such systems is that it is possible to 
represent many nonlinear systems with relatively few coeffi­
cients when compared with Volterra system representations. 
The obvious disadvantage of these representations is that we 
must continuously monitor the adaptive systems using these 
models for stability. Another disadvantage that is not shared 
by recursive linear systems is that any noise in the input sig­
nals to the adaptive filter will appear in the system model in a 
multiplicative fashion and this will affect the performance of 
the adaptive systems.

parison of this example are typical of the behavior of the 
two systems. This statement is especially true when the 
signal-to-measurement noise ratio of the input signals 
is large.

An operations count will show that the LMS algo­
rithm has a computational complexity that is propor­
tional to N2 (0(N2)) multiplications per time instant, 
whereas the complexity of the RLS algorithm is 0(N4) 
multiplications per time instant. The price paid for the 
better performance in terms of the increased computa­
tional complexity is exorbitant in many applications.

Fast algorithms that simplify the computational 
complexity by a considerable amount can be derived by 
making use of the fact that most of the elements of the 
data vectors X[n] and X[n - 1] are the same [Ci84, Lj78]. 
A particularly easy-to-understand exposition of the 
ideas involved in the derivation of the fast algorithms 
for the linear filtering case is given in [A186], Such an 
algorithm requiring 0(N3) multiplications per time in­
stant for second-order Volterra filtering has been 
developed in [Le91, Ma8 8 ]. Since this method is a more 
efficient realization of the algorithm in Table II, it ex­
hibits better convergence and tracking properties than 
the LMS Volterra filters. It also seems to be more robust

to the statistical variations of the input signals. How­
ever, note that the computational complexity is consid­
erably more than the 0(N2) complexity of LMS adaptive 
filters. A computationally simpler approximate RLS 
adaptive solution has been developed in [Da87]. How­
ever, the approximations assume that the input signal 
to the adaptive filter is Gaussian, and the system 
performance breaks down when the input sequence 
belongs to nonGaussian distributions. A significant 
problem with the methods in [Da87, Ma8 8 ] is the very 
poor numerical properties exhibited by the “fast” RLS 
algorithms.

A D A PT IV E  FILTERS U S IN G  R E C U R SIV E 
N O N L IN E A R  D IF F E R E N C E  
E Q U A T IO N S

The major problem associated with Volterra series 
representation of nonlinear systems is that a very large 
number of coefficients are required to characterize 
many nonlinear processes. Consequently it is impor­
tant to search for alternate representations that may be 
more parsimonious in their use of coefficients. One 
such model is that in which the input-output relation­
ship is governed by a recursive nonlinear difference 
equation of the type

Measurement
Noise

x[n]-
Unknown
Bilinear
System

d'[n]
-d[n]

(+ H -
M

- e[n]

y|n] = d|n] - or din]

Adaptive
Bilinear
System

- d[n]

A N-l N-l N-l A N-l
<J[n] = 2  Cj[n]yln - i] + ̂  ^  b;j[n]y[n - j]x[n - i] aj[n]x[n - i] 

r I i=0 j=l i=0

Fig. 6. The differences between the equation-error and output- 
error approaches of adaptive bilinear filtering is explained in 
the context of a system identification problem here. Equation- 
error algorithms use din1 and x[n] as the inputs to the adaptive 
system to get the system output fi[n]. Since the statistics of 
d[n1 are in general different from those of the “true'' output of 
the unknown system d 7nl, the estimates of the unknown coef­
ficients will be biased in general. The output-error algorithms 
use past samples ofcl[n] to obtain &[n]. Since ci[ri) is an es­
timate of d fn], the statistics ofclln] will hopefully be close to 
those of d ’Inj (at least after adaptation has taken place) and 
therefore we can expect to get unbiased (or at least close to un­
biased) estimates of the coefficients. The relative merits of the 
two approaches are briefly discussed in the text. More details 
can be found in [Sh89],

IEEE SP MAGAZINE JULY 1991



1000 1500
NUMBER OF ITERATIONS

Fig. 7. One disadvantage the equation-error adaptive non­
linear filters share with their linear counterparts is that they 
will produce biased estimates in the presence of measurement 
noise (compared to the output-error adaptive algorithms). The 
plots on the top correspond to the average behavior of one of 
the coefficients of the adaptive filter under three different 
noise conditions. Note that they converge to wrong values 
(the correct value of the coefficient of the unknown system is 
1). The plots at the bottom were obtained using an output- 
error algorithm, and the curves do converge to the correct 
values in this example. However, it is possible that the error 
surface of this system has local minima and differently initial­
ized systems can converge to wrong coefficient values.

y[n] = ^ P i ( y[n-l], y[n-2 ],
;=i

, x[n-JV +l]

In spite of the simplicity, this is an important non­
linear model since it can be shown under relatively mild 
conditions that a large class of nonlinear systems in­
cluding Volterra systems can be approximated with 
arbitrary precision using bilinear system models with 
finite number of coefficients (see [Br76, Mo80] and the 
references in these papers for details). Furthermore, 
most of the ideas discussed here on bilinear systems 
can be easily extended to the more general recursive 
nonlinear system models. The block diagram of a 
bilinear system for the case when N = 3 is shown in Fig.
5. Several properties of bilinear time series are dis­
cussed in [Su81]. A survey of the applications, control, 
and identification of bilinear systems can be found in 
[Mo80]. Another work that extensively discusses the 
properties of bilinear systems is [Br74].

As for the case of the linear IIR adaptive filters, there 
are two different approaches to solving adaptive filtering 
problems using recursive nonlinear system models 
equation-error and output-error approaches. The basic 
ideas behind these two approaches are depicted in Fig.
6 . The interested reader may refer to the tutorial article 
[Sh89] by Shynk on adaptive IIR filters for more details 
regarding these two approaches.

Equation error algorithms are straightforward to 
develop, and the mean-squared estimation error sur­
face has a unique minimum. However, this minimum 
may not be at the correct solution to the problem if there 
is noise present in the desired response signal. Fur­
thermore, there is no guarantee that the adaptive filter 
solutions will be stable at all times (including at conver­
gence). The basic idea is to simply use samples of the 
input signal x[n] and the desired response signal d[n] to 
obtain the adaptive filtering estimate as

y[n-JV+l], xln], x(n-l], 

(18)

N-1
ci [n] = d[n-i\

(20)

+ ^  a;[n] x[n-i]
i= o

where Pj(*. • , . . . , • )  is an i-th order polynomial in the 
quantities within the parentheses. Ju st as linear IIR 
filters can represent many systems with far fewer coef­
ficients than their FIR counterparts, system repre­
sen tations using recursive nonlinear difference 
equations can model many nonlinear systems with 
much more parsimony than Volterra series repre­
sentations [Bi84b, Di8 8 ].

Perhaps the simplest of the nonlinear systems in this 
category is the bilinear system whose input-output 
relationship is given by

where c([n], fej Jn], and a,In] are the adaptive filter 
coefficients at time n. The adaptive filter coefficients 
can be updated using a gradient algorithm or an RLS 
solution or some other appropriate technique. The 
gradient update equations (which can be derived as in
(6 ) and (7)) for minimizing the mean-squared estimation 
error E((d[n] - ci[n])2l are

Ciln+1] = cjn] + He d  [n-i] e [n]

+ Hb d [n-J] x[n-i] e [n]feyln+1] + fey In] 
and

a;[n+l] = a;[n] + [ia x [n-i] e [n]

(21)

(22)

(23)
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w h ere o b ta in e d  a s  th e  so lu t io n  th a t  m in im izes

e [n] = d  [n] -  c£ [n] (24)

is the estimation error at time n and |ia, |ib, and |it are 
constants that control the rate at which the adaptive 
filter converges. Note that if d[n] contains noise, the 
statistics of the input signal to the adaptive filter will be 
biased from the statistics of the “ideal" desired response 
signal and this will result in biased estimates. Actually, 
the presence of additive measurement noise in the input 
signals to the adaptive filter considerably complicates 
the problem when compared with the linear IIR filtering 
problem. Because of the existence of the product terms 
x[n - i]d[n - j] in the computation of the output of the 
adaptive bilinear system (see equation (20 )), there will 
be multiplicative noise components present at the out­
put. This situation is quite different from that of the 
linear IIR filtering problem. In spite of this, the above 
approach is attractive because of its simplicity and is 
very useful in low noise environments.

As explained in Fig. 6 , the output-error methods feed 
back the output of the adaptive system to estimate the 
current sample of the desired response signal of the 
adaptive filter. Many of the gradient adaptive output- 
error algorithms described in [Sh89] can be extended to 
the nonlinear estimation problem. While active re­
search is currently going on to understand the proper­
ties of such systems using empirical and theoretical 
analyses, no published results are available on these 
types of adaptive nonlinear filters. Perhaps the simplest 
among the various methods available in the literature 
is the suboptimal least-squares method (this method 
has also been referred to as the extended least-squares 
algorithm in [Fn87]) presented by Billings and Voon 
[Bi84b], Moore [Mo82] has established convergence 
results for this algorithm when applied to linear estima­
tion problems and this analysis seems to carry over to 
the nonlinear case also. The easiest approach to ex­
plaining the suboptimal least squares algorithm may be 
to use vector notation. Let

Hln] =^ciln], C2[n], ... , cjv-i[n],

feo.iln], ... , feiv-i, /v-iM, (25)

ao[n], ... ,

and

X[n] = ^c?n-i[n—1], Sn-2[n-2 ].......&n-iv+i[n-iV+l],

xfn] cJn_i[n-l], .... x[n-A/+l] eJ„-iv+i[n-]V+l],

x(n]......x(n-lV+in
J (26) 

denote the adaptive filter coefficient vector and input 
vector to the adaptive filter, respectively. Here clk [i] 
denotes the estimate of the desired response signal at 
time I made using the adaptive filter coefficients at time 
k. Then, the adaptive filter coefficient at time n is

n
j [ rl] = ^ X n̂ d [ ( c ] - H T[n]X[fc]j (27)

k=0

Sn[n] = HT\n] X  [nl (28)

H[n] = C V lP In ]  (29)

where C[n] and P[n] are as defined in equations (10) and
(11), and X[n] is as defined in equation (26). As dis­
cussed before, one can make use of the matrix inversion 
lemma to obtain a more computationally efficient solu­
tion to the problem.

Even though the formulation and the above solution 
of our problem look veiy similar to the RLS Volterra 
filtering problem we discussed earlier, equations (28) 
and (29) do not represent an exact least-squares solu­
tion in the following sense. The exact least-squares 
minimization problem in equation (8) requires that the 
cost function J[n] is defined using estimation error 
values

en Ik] = d[k] -  HT[n] X  [fc] (30)

computed at time k using the solution H[n] to be 
obtained at the current time. Thus the problem is 
formulated as if we were finding an entirely different 
solution at each time (even though it is possible to 
update the coefficients on the basis of the previous 
solutions). In the problem described in equations (25)-
(29), Sk l[k - 1], a t 2 [k - 2], ..., &k_N+1[k - N + 1] that 
appears in the input vector X[k] are computed at times 
k - 1, k - 2, . . . , k - N + l ,  respectively. Consequently, 
the coefficient solution at time n does depend on the 
previous solutions (at least implicitly), and the solution 
is not an exact least-squares solution. Even though 
clearly suboptimal in the above sense, experimental 
results presented in [Bi84b, Fn87] seem to indicate that 
this method performs very well. [Bi84b] also discusses 
two other somewhat more complicated algorithms for 
output-error adaptive filters for nonlinear systems 
described by recursive nonlinear difference equations. 
Several variations of the ideas discussed above have 
been presented in [Da89, Fn87, Ga89].

The advantage of output-error algorithms over equa- 
t ion- error algorithms is obvious — the former may be 
less sensitive to additive noise components present in 
the desired response signal than the latter. However, 
the error surface may have local minima (see [Sh89] for 
illustrations of this idea) and the adaptive filter may not 
converge to the global minimum, unless the system is 
initialized properly. Research aimed at getting a better 
understanding of the properties of and designing better 
and more efficient output-error adaptive nonlinear fil­
ters is currently going on.

We will now p re sen t a s im u la tion  exam ple

The adaptive filter output at time n is given by

and H[n] is estimated as
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demonstrating some of the ideas discussed above. 
Once again, we will consider a problem involving iden­
tification of an unknown system. The system to be 
identified is bilinear and has input-output relationship 
given by

y [n] = ay [n-l] + by [n-2 ] x  [n-l] + cx [n-l] (31)

where a = 1, b = -0.7, and c = 0.5. This system is the 
same as the one used in [Fn87]. The input signal to the 
adaptive filter x[n] was a white and zero-mean Gaussian 
sequence with variance 0.05. (The reason for selecting

algorithm, on the other hand, converges to the correct 
solution for all noise levels in this experiment. While it 
may be possible to artificially create situations when the 
output-error filter will converge to some local minimum, 
the algorithm has exhibited very good behavior in all 
our experiments. However, much work needs to be 
done before we can claim a complete understanding of 
the properties of such filters.

Ju s t as adaptive HR (linear) filters have many 
problems that are not shared by their FIR counterparts, 
adaptive nonlinear systems using recursive nonlinear 
difference equations also have many problems that are 
not shared by adaptive Volterra filters. The most im­
portant among them is the fact that such algorithms 
should either be guaranteed to be stable all the time or 
they should be monitored at all times for stability, and 
if found to be unstable at any time, steps must be taken 
to modify the coefficients such that the resulting filter 
is stable.

The problems associated with stability are much 
larger in the case of nonlinear systems than for linear 
systems. To see this, consider the bilinear system used 
in the experiments. Suppose for the time being that b 
= 0. Then, the system

800 1200 1600 2000 NUMBER OF ITERATIONS

Fig. 8. The problems with the stability of recursive nonlinear 
systems are substantially larger than those associated with 
recursive linear systems. Often, the notion of stability of such 
systems is input signal dependent. It is possible to drive 
many such systems to instability by simply magnifying their 
input signal (This can never happen with linear systems.) 
One such example is illustrated in this figure. The plots cor­
respond to the behavior of the output-error filter when the 
input signal is an amplified version of that used to obtain Fig. 
7b. One explanation for the erratic behavior of the coefficients 
is that the underlying unknown system is unstable for the 
present input and therefore the dynamics of the output signal 
is extremely large. Consequently the adaptive filter has a 
very hard time tracking the coefficients properly.

this low number for the input signal variance will 
become clear a little later.) The desired response signal 
was obtained by corrupting the output of the unknown 
system with additive white noise that is uncorrelated 
with the input signal. The adaptive filter was run using 
the same model as described by equation (31) (i.e., the 
only unknown quantities are a, b, and c). The results 
presented are ensemble averages over fifty independent 
experiments.

Figures 7a and b display the average behavior of the 
adaptive filter coefficient corresponding to the unknown 
parameter ’a’ in equation (31) obtained using the equa­
tion-error and output-error methods, respectively, for 
different measurement noise levels. Both algorithms 
used X = 0.995. All the coefficients were initialized to 
zero. Notice that the equation-error algorithm conver­
ges to the wrong solution for high noise level in accord­
ance with our earlier discussion. The output-error

y [n] = y [n-l] + 0.5 x [n-l] (32)

is only marginally stable. In fact, when b is nonzero, 
one would expect that there would be a very large class 
of input signals that would make the system unstable. 
This statement is true in general of nonlinear feedback 
systems. One can almost always find bounded input 
signals that would drive the system to instability. (The 
notion of input-dependent stability may offend many 
purists. Even though most feedback nonlinear systems 
are unstable in the general sense, we can often define 
classes of input signals for which such systems will 
provide useful outputs and/or model signals and other 
real-world systems with good accuracy. Consequently, 
it is not at all unusual to talk about input-dependent 
stability in the context of recursive nonlinear systems.)

The above problem causes great difficulty in the 
design and analysis of adaptive feedback nonlinear 
systems. In order to illustrate this problem further, 
consider the experimental set up described earlier, with 
the difference that the input signal variance is 1.0 
instead of 0.05. Figure 8  displays the average behavior 
of the three coefficients of the adaptive filter. Note that 
the coefficient behavior has become very erratic and this 
is caused at least in part by the fact that the underlying 
unknown system as well as the system that the adaptive 
filter has identified is unstable for the given input signal.

Most of the techniques that are currently available 
cannot adequately handle this problem without human 
intervention. One exception is the work by Fnaiech and 
Ljung [Fn87] which discusses several variations of the 
ideas presented in this section. In their work, they 
stabilize the filter by means of a time-varying Kalman 
filter. With the help of a theorem in [Ja70], they have 
argued that such a system will always result in a stable 
nonlinear system. They have also demonstrated the 
validity of the claim by means of simulation examples. 
However, the details are beyond the scope of this paper.
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x2[n] x[n]x[n-l] x[n]x[n-2] x[n]x[-3J

\ Jf_ jL  $

x(n-l]x[n-3]

x|n-2jx[n-31

x[n-3] x~[n-3]

Fig. 9. The adaptive Volterra filtering problem can be easily 
translated into an adaptive, multichannel, linear filtering prob­
lem. In the example shown here with P = 2 and N = 4, one 
can visualize having five channels as shown. The signals are 
tapped from the input points as well as from the outputs of 
the delay elements and linearly combined to form the es­
timate of the desired response signal. What makes this "mul­
tichannel" problem somewhat different and perhaps a little 
difficult when compared with traditional multichannel adap­
tive filters is the fact that the number of delay elements in 
each channel is different from those in others. However, this 
problem can be overcome, and this structure is the basis for 
fast RLS Volterra filters and certain lattice realizations of the 
adaptive Volterra filter.

A D A PTIV E LATTICE 
P O L Y N O M IA L  FILTERS

Adaptive lattice filters try to orthogonalize the input 
signals to the filter and then estimate the desired 
response signal as a linear combination of the trans­
formed signals that are hopefully orthogonal to each 
other. The advantages of lattice filters in adaptive 
filtering applications are several. Lattice filters 
equipped with LMS-type adaptation algorithms tend to 
show faster and less input signal-dependent conver­
gence behavior than their direct form counterparts. 
They also tend to have better numerical properties than 
direct form adaptive filters. It turns out that adaptation 
of the filter parameters in each lattice stage can be done 
independently of the rest of the stages. Also, the struc­
ture is fairly modular, and therefore adaptive lattice 
filters are veiy suitable for VLSI implementation.

In this section, we will develop a lattice structure for 
a second-order truncated Volterra system. The ideas 
developed will be equally applicable to other types of 
polynomial systems also. In order to develop the lattice 
parameterization of Volterra filters, it is convenient to 
visualize the nonlinear filtering problem as a linear 
multichannel filtering problem. This characterization 
is depicted in Fig. 9 for the second-order Volterra filter. 
The multichannel characterization is somewhat dif­
ferent from traditional multichannel adaptive filtering 
problems in the sense that each of the different chan­
nels uses a different number of delay elements (and 
coefficients) when compared with the rest of the chan­

nels. To overcome this difficulty, many lattice realiza­
tions of Volterra filters [Le8 6 ] use additional coefficients 
and delay elements in each “channel” to make the 
number of coefficients the same for every “channel.” 
(This actually corresponds to special shapes for the 
region of support of the Volterra kernels.) Adaptive 
lattice Volterra filters that are designed specifically for 
Gaussian input signals and work well only for such 
signals have been presented in [Ko83a], However, there 
are lattice structures (that are designed independently 
of the statistics of the input signals) available for trun­
cated Volterra systems as given in equation (3). We will 
now discuss one such structure that is based on a 
multichannel lattice filter developed by Ling and Proakis 
[Li84] and a nonlinear lattice predictor developed by 
Zarzycki [Za85].

For simplicity, we will consider the case when N = 3 
and P = 2. A block diagram of the nonlinear lattice 
predictor is shown in Fig. 10. Let us group the signals 
involved in the estimation at time n into three columns 
as shown below.

x[n] x[n-l] x{n-2 ]
A n ] A n -1 ]  A n -  2]

x[n] x[n-l] xfn-1] x[n-2 ] 
x[ri] xfn-2 ] (33)

1t 1t 1t 
Column 0 Column 1 Column 2 

=x§ [n] = x? [n] = x^ [n]

The basic idea employed in the derivation of the 
lattice Volterra filter is to obtain a Gram-Schmidt or­
thogonal decomposition of x§[n],xj[n], and x^tn]. (All 
lattice filters try to obtain Gram-Schmidt orthogonaliza- 
tion of appropriate input vectors.) Let b0[n], b^n], and 
b2[n] represent an orthogonal basis set for x§[n],xj[n], 
and Xgln]. Then, any linear combination of the elements 
of xg[n],x^[n], and xtjln] can be equivalently written as 
another linear combination of the elements of b0[n], 
bj[n], and b2[n], and vice versa. (In other words, the 
linear spans of the elements of both the sets of vectors 
are exactly the same.) What this means is that instead 
of estimating the desired response signal d(n) as a linear 
combination of the elements of x^[n],x^[n], and x§[n], we 
can compute the estimate as a linear combination of the 
elements of b0[n], b,[n], and b2[n]. Let

& [n] bo[n] biln] b2[n] (34)

be the best estimate so obtained, where and
are appropriate coefficient vectors from which the pos­
sible time dependence has been suppressed. One of the 
biggest advantages of the lattice structure is that since 
b0[n], bj[n], and b2[n] are orthogonal to each other, the
coefficient vector kf can be computed solely from the 
joint statistics of d[n] and bjn]. For example, the min-
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Fig. 10. Block diagram of a lattice filter structure for Volterra systems with N = 3 and P = 2. The number of lines going into and 
out of a system component indicates the number of input and output signals, respectively, of that component The backward 
prediction error vectors bo[n],bi[n], and tain] are orthogonal to each other, and the components of these vectors span the whole 
space spanned by the elements o/'.X[n]=(x[n],.x2[n],x[n̂ l],.x2[n^l],.x[n]x(n-l],x[n-2], A2[n-2],x(n-l]x[n-2],x[n]x[R-2])T.
(Note that the elements of each of these vectors are not orthogonal to each other. This can be achieved by doing a Gram- 
Schmidt orthogonalization of the elements of each vector.) At each stage of the lattice, the prediction error vector has one more 
element than the previous stage. This prediction error signal (that corresponds to estimating x(n)x(n - i) for the i-th stage) must 
be computed outside the basic lattice structure. The coefficients denoted using the letter g are used to compute these additional 
prediction-error signals. Efficient computation of the backward prediction-error vectors requires computation of the forward 
prediction-error vectors fo[n] Ji[n], andfi[n] also. (See text for details.) For joint process estimation for estimating a different sig­
nal d(n) using elements ofX[n]), we need only lo find the appropriate linear combination of the components of the backward 
prediction-error vectors. Development of gradient and least-squares adaptive algorithms based on this lattice structure is now 
relatively straightforward.

imum mean-squared solution for (Cq is given by

Jc$ = E Ibo [n] bo [n]l E d [n] bo[n] (35)

and does not depend on b, [n] or b2[n].
It is well known that one way of obtaining b0[n], b,[n], 

and b2[n] is to define b(|n] as the i-th order backward 
prediction error vector for x^[n]. b([n] would then be the 
estimation error when xftn] is estimated using the 
previous column vectors of (33). b0[n] is defined to be

bo [n\ = xB [n] =
x [n] 
x2 [n]

(36)

“forward prediction error” vector (to be defined shortly), 
/jln], and some allied quantities. To see this, note that 
bj[n - 1] is the error vector obtained when we estimate

xfrn-1]
x [n-2] 
x2 In-2] 
x [n-l] x [n-2 ]

(37)

bjtn] and b2[n] are defined to be the estimation error 
vector when column 1 and column 2 , respectively, of 
(33) are estimated using elements of all the previous 
columns. Given b0[n] and bjln], computation of b2[n] 
can be done from knowledge of bx[n - 1], the first-order

using the elements of the set |x[n - 1], x2[n - 1]|, i.e., 
x§[ n -1 ]. The key point is that x [̂ n- 1 ] is nothing but the 
top three elements of Xgin] (similarly, x§[n-l] appears as 
the top two elements of x [̂n]) and b2[n] is the prediction 
error vector when we estimate x În] using Xj[n] and 
XqIm]. In bj[n - 1], we have all the information about the 
top three elements of x [̂n] that we can extract from the 
top two elements of Xj[n]. Now, the problem is to find 
out how much additional information is contained in 
x§[n] and x[n] x[n - 1], the last element of Xj[n], The 
“new” information is present in that part of
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* [n ]  
x2 [n]
x  [n] x  [n-1]

that is “not related to” or orthogonal to

x  [n-1] > 
a2 [n-1]

(38)

(39)

This component is precisely the estimation error 
obtained when the three-element vector in (38) is es­
timated using the two-element vector in (39). The es­
timation error vector that is produced in the process is 
nothing but the first-order forward prediction error 
vector. In general, the i-th order forward prediction 
error vector fjn] is defined as the error vector produced 
when the data vector

x  [n] 
x2 [n]
x  [n] x  [n-1]
x  [n] x  [n-2] (40)

x  [n] x  [n -i ]
J

is estim ated using all possible linear and quadratic  
terms formed using the elements of the set (x[n - 1], x[n
. 2 ]...... x[n - ill. Let jfĉ ln] represent the top three
elements of b2[n]. Based on the above discussion, we 
can express as

tain] = b i[n - l]  -  K 2  fi [n] (41)

where K2 is the appropriate coefficient matrix and the 
possible time dependence has been suppressed. 
Similarly, one can show that the top three elements of 
^[n] can be evaluated as

(42)Ja[n] = i i [n ]  -  b i [n - l ]

where the notation is similar to that used in (41).
The last element of b2[n], which is the error in 

estimating x[n]x[n - 2 ] using the same five input ele­
ments in the first two columns of (33), has to be 
computed separately. This element can be computed 
by subtracting a linear combination of all the elements 
of b0[n] and/jln] from x[n]x[n - 2 ] since the components 
of b0[n] and / ,  [n] do span the same space spanned by 
the elements of the first two columns of (33). In general, 
the last element of b^n] can be obtained by subtracting 
from x[n]x[n - i] an appropriate linear combination of 
the elements of the vectors b0[n - 1], b^n - 1], ..., bj_2[n
- 1], and Jj.jtn]. Similarly, the last element of jfj[n] can 
be obtained by subtracting an estimate of x[n]x[n - i] 
obtained as a linear combination of the elements of b0[n
- I], bj[n - 1]......bj.^n - 1] from x[n]x[n - i]. The basic
lattice predictor algorithm for a second-order Volterra 
system with N - 1 delays is given in Table III.

Once the lattice structure has been developed, deriv 
ing an adaptive filter based on this structure is not very

LATTICE FILTER S T R U C T U R E

Structure shown is for a second-order Volterra system with 
arbitrary N. Possible time dependence of the coefficients has 
been suppressed.

Initialization

/oN = boW=Kl"Ji]

eo [n] = d [nl

, T
bo [n-1] -(k ? ) loin]

b i[ n ] :

iiln]

I
Kx [n] x [n-1] -  J>[n]

( T 
/o [n l-(M ) bo[n-l]

jc [n] x [n—11 -  bo[n-l].

Ci,o[n] = x [n] x [n-fl -  (g£ol bo ln-1]; t= 2 ,3 ....... N -1

ei[n] = eo[n] -  boln] 

lattice Sections 2 thru Nul

D O  F O R  i= 2 , 3 , .... N-1 

R a c k w a r d  P re d ic t io n  E r r o r  U p d a te

bjn] =

bi-i[n-l] -  ("k?'] Xi-iln]

1. ct i-2 [n] -  ^2u-i j  /i-iln] 

F o r w a rd  P r e d ic t io n  E r r o r  U p d a te

lAn] :

1
J_i[n]-(K-f) bi-i[n-l]

U t i - 2 [ n ]  -  b ( - i [ n - l ]

Auxiliary Variable Update

cj.i-.iln] = cj,i-2(n] -  ̂ (-ijbi-i[n-ll; J=U-1, tf2.....N-1

■ Inint Process Estimation Error Update

e jn ] = a - i [ n ]  -  ( ( c f - i^ b i - iM  

END LOOP

Final Joint Process Estimation Error 

e [n] = ejvtn] = e jv -iM  -  fk $ -i'l bN-iln.]

Notes: k{ and K? are (i+l)x (i+1) matrices. 
g{j and gij are vectors with (J+l) elements. 
cy[n] are scalar signals and are used to compute the last 

elements of /([ n] and bdn]. ___________ _
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difficult. Gradient algorithms like those presented in 
[Gr77] can be easily extended to the nonlinear case. The 
key idea employed in LMS-type lattice filters is that the 
coefficients in each stage can be optimized inde­
pendently of later stages. This is because of the or­
thogonality of the relevant signals in different stages 
when optimal lattice coefficients are used. For example, 
consider the discussion surrounding equations (34) and 
(35). It is apparent that each coefficient kf can be 
evaluated as the optimal coefficient for estimating the 
desired response signal d[n] as a linear combination of 
the elements of bjn]. Let

ei [n] d  [n] -  X  (K
J=o

b; [n] (43)

Observe that since b0[n], ..., bM[n] are orthogonal to 
b [n], e^n] contains all the components of d[n] that can 
be estimated using bjn]. Therefore, if we try to estimate 
e([n] using bjn], we will get the same result that we 
would have obtained if we tried to estimate d[n] using 
bjn]. Thus adaptation of kf can be considered as a 
separate adaptive filtering problem where e^n] is the 
desired response signal, bjn] is the input to the adaptive 
filter, and ei+1 is the estimation error. The relevant 
equations for the LMS-type adaptive filter are

ei+i [n] = ei[n] -  ( kf [n] J b, [n]

and

kf [n+1] = kf [n] + \i ei+i [n] bi [n]

(44)

(45)

derivation of these equations, which is straightforward 
and omitted here, will complete the development of the 
LMS adaptive Volterra lattice filter.

One of the disadvantages of the lattice structure 
when compared with the direct form structure is the 
fact that it requires 0(N3) coefficients to completely 
describe a second-order Volterra system with N delays 
while the direct form structure needs only 0(N2) coeffi­
cients. Therefore, the computational complexity of the 
gradient adaptive algorithms based on the lattice struc­
ture will also be proportional to N3 operations per 
instant. This complexity is comparable to those of fast 
RLS algorithms (even though it will still be lower than 
most RLS adaptive Volterra filters), and consequently 
the computational advantage the gradient adaptive lat­
tice Volterra filters enjoy over the RLS adaptive Volterra 
filters is not as significant as in the case of direct-form 
implementations.

Least-squares adaptive lattice Volterra filters with 
0(N3) computational complexity and extremely good 
numerical properties have recently been developed 
[Sy90]. However, an exposition of the ideas employed 
in the derivation of such algorithms is beyond the scope 
of this introductoiy paper. The interested reader is 
referred to [Sy90] for details.

Algorithms for adaptive least-squares lattice bilinear 
filters have also been developed [Ba90a, Ba90b]. 
Another related work is [Pa81]. Korenberg has 
developed algorithm s using G ram -Schm idt or- 
thogonalization of the input data and that can be 
applied to the general class of polynomial system 
models [Ko8 8 ]. For the Volterra and bilinear system 
models, the lattice filter structure discussed in this 
paper turns out to be quite a bit more efficient than 
Korenberg’s approach.

Different values of |i may be used for different stages.
Similar to the above development, the adaptation of 

the coefficients in each stage of the predictor part of the 
lattice structure can be done independently of the other 
stages. The coefficient matrix Kf for the backward 
prediction problem can be updated by realizing that we 
can view this as a separate adaptive filtering problem 
w ith jj.jM  as the input signal, b ^ ln - l ]  as the desired 
response signal, and ~5t [n] as the error signal. The 
corresponding adaptation algorithm is

bi [n] = b(_i [n-1] -  fxf Ini') J-i[n]

and

K? [n+1] = Kf [n] + \i J_i[n] biT[n]

(46)

(47)

Again, (j. can be different for each stage or even 
time-varying. One may also use a matrix in place of the 
scalar quantity.

The update equations for the coefficients of the for­
ward predictor sections and the auxiliary quantities 
associated with computation of the last elements of Jj[n] 
and bj[n] can be derived in a similar fashion. The

C O N C L U D I N G  R E M A R K S

This tutorial article presented an introduction to 
adaptive nonlinear filtering theory. The emphasis in the 
first part of the paper wap on system models using 
truncated Volterra series expansions and adaptive fil­
ters based on such models. A160 presented was a brief 
introduction to adaptive filtering using recursive non­
linear system models. This paper also described the 
basics of a lattice nonlinear filter structure. Obviously, 
there is no one general theory of nonlinear system 
analysis and we had to restrict ourselves to just these 
two nonlinear models. Consequently, adaptive non­
linear filters based on other nonlinear models were not 
discussed in the paper. Adaptive nonlinear filtering is 
an exciting and challenging area with a wide variety of 
applications. While quite some progress has been made 
in recent years, much needs to be still done. There is 
a fairly large amount of research activity going on in this 
area at present and we can expect to see a substantial 
number of new techniques being developed, and poten­
tial breakthroughs with great impact on practical ap­
plications occurring in the near future.
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