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ABSTRACT 

Diagnostic decision support systems have a long tradition in medicine, but have not 

typically been integrated with clinical information systems. I describe five studies that 

were perfonned during the development, implementation, and evaluation efforts for a real 

time diagnostic decision support system. The system's objective \-vas to auton1atically 

identify patients likely to have pneumonia. The real time systenl used only data routinely 

collected in the computerized patient record during a patient's encounter in the 

elnergency department. The automatic identification of pneunl0nia patients was used to 

initiate the computerized calculation of a pneunl0nia risk assessnlent instrunlent. 

The first study describes the development of the diagnostic system using an 

emergency department data set from the HELP clinical information system at LDS 

Hospital, Salt Lake City, Utah. The second study describes the implementation of the 

system and illustrates the operational functions. The third study exan1ined whether data 

fron1 the HELP System could be used for the computerized evaluation of the pneumonia 

risk assessnlent instrument. This study showed that computerized evaluation generated an 

accurate risk class for 86 percent of hospitalized pneunl0nia patients. The fourth study 

reports the design and planning of the system's prospective evaluation in a clinical 

environn1ent. The paper addresses important issues that influenced the study design, such 

as verification bias and disease prevalence. Different study designs were discussed with 



respect to the targeted users and the clinical setting, and a feasible approach for the 

creation of a valid gold standard diagnosis for pneumonia was proposed. The final study 

describes the system's prospective clinical evaluation. During a 5-month study period, 

the system computed a probability of pneumonia in real time for 10,828 patients, of 

whom 265 patients had pneunl0nia. The diagnostic accuracy, determined by the area 

under the receiver operating characteristic curve, was 0.942. 

In sunlmary, this project describes the development, implementation, and 

evaluation of a fully automatic, real time, diagnostic system that is integrated with a 

clinical information system. The system can be used to initiate pneumonia specific risk 

assessment tools and guidelines and to support the computerized guideline 

implen1entation for delivering recomn1endations at the point of patient care. 

v 
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INTRODUCTION 
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1.1 Clinical Information Systems 

Clinical information systems are installed in hospitals with increasing frequency 

and are becoming the standard nledium for managing patient information. One of the 

remaining goals for clinical information systems is the creation of a single, lifelong 

patient record that can be accessed at any time, independent of the patient's or health care 

provider's location. Because clinical information systems are expensive to develop, 

install, and, in particular, to maintain, a financial return on investment is expected. The 

basic functions of a clinical information systenl are collecting, storing, and reporting 

patient information. A clinical information systenl that uses only the basic functions does 

not differ fronl the paper-based patient chart \vith the exception of time and location 

independent access to patient information. Added value and inlproved patient care can be 

expected fronl clinical information systen1s that are able to utilize the large amount of 

stored infonllation. Health care has only started to mine and exploit the rich data sources 

that clinical infonnation systems offer. "Putting the information to work" in the form of 

decision support systems and using the data stored in clinical information systems has 

already denl0nstrated an impact on patient care (1-4). 

1.2 Decision Support Systenls 

Decision support systems build on top of the three basic functions of a clinical 

infornlation systeln. Integrating decision support with clinical infonllation systenls allo\vs 

such systems to interact with health care providers in a transparent way during the 

collection and reporting of information. Decision support systems can be categorized in 
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several different ways. A functional Vlew differentiates between systems that alert, 

critique, suggest, or are used for quality assurance (5). 

Alerting systems use patient data to decide whether an alert needs to be generated. 

Alerting systems can be driven by data or by time. Data-driven systems process 

information as clinical data become available and time-driven systems process 

infonnation in specified tinle intervals. An example for a data-driven alerting system is a 

laboratory system that is activated 'whenever new laboratory results become available (6). 

An example for a time-driven systenl is an imnlunization reminder system that IS 

activated at specific times and generates reminders for the adult immunizations (7). 

Critiquing systems are triggered by user input. They combine the user input with 

clinical data and provide infomlation about criteria that \vere established fronl 

institutional policies, clinical guidelines, or federal agencies. An exanlple for a critiquing 

systenl is a blood-order nlonitor that provides a user with feedback if specified criteria for 

ordering a blood product are not met (8). 

Systems that suggest an action are typically initiated by the user and provide a 

reconlnlendation based on clinical data from an information system and might ask the 

user for additional data. An antibiotic assistant is an example for a suggesting system 

where a user requests suggestions for the selection of an empiric antibiotic regimen (4). 

Quality assurance systems are used to examine and provide information about 

clinical processes. An example for a quality assurance system could be the reporting of 

the time interval behveen the end of surgery and the extubation for patients with 

coronary-artery-bypass-graft surgery. 
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A different view for categorizing decision support systems classifies systems based 

on the applied inference mechanism (9). Algorithms for decision support systems include 

different representations such as pathophysiologic models, statistical models, pattern 

recognition, case-based reasoning, or symbolic reasoning. Symbolic reasoning or 

knowledge-based systems typically consist of an inference mechanism and a knowledge 

base. Frequently applied inference mechanisms for knowledge-based systems are rules, 

heuristics, frames, decision trees, and probabilities. Nonsymbolic reasoning systems or 

systems that do not rely on a knowledge base are artificial neural net\vorks or genetic 

algorithms that can be applied in combination with artificial neural networks. 

1.3 Diagnostic Systems 

Diagnostic decision support systenls have long been a favorite area of research for 

clinicians and nledical informaticists. Investigators have recognized a clinician's 

limitation of evaluating a large amount of data for nlaking nledical diagnoses. In an 

attempt to integrate large amounts of data the human brain is subject to bias that 

influences the 111edical decision making process (10, 11). With the availability of 

powerful computers, researchers hoped that the exact, mathematical support, \vhich 

conlputers can provide, might help clinicians in the diagnostic reasoning process. 

Diagnostic decision support systems have attracted researchers since the availability 

of conlputers. One of the first applications was created by Homer R. Warner, MD, PhD, 

professor enleritus and a pioneer in medical informatics at LDS Hospital/University of 

Utah, who investigated the application of Bayes' theorem to the diagnosis of heart 

diseases in 1961 (12). During the last four decades a myriad of diagnostic systenls have 
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been developed (13). During the last decade fast and powerful personal computers gave 

researchers access to computational resources that allow the examination of large 

databases and the performing of complex data mining tasks. Consequently, the number of 

diagnostic decision support systems has increased even more. 

Large-scale, general-purpose diagnostic systems cover many medical diseases. 

Examples of large-scale systems include QMR, DxPlain, Iliad, and Meditel (14-17). The 

work involved in developing general-purpose diagnostic systems is huge and lasts 

111ultiple years. The performance of the four above-mentioned, large-scale systems was 

evaluated in a comparative study and showed that they had comparable diagnostic 

accuracy even though each of the systems used a different method for making inferences 

(18). 

More focused diagnostic systems, targeting a smaller set of diseases within a 

specialty discipline, were developed more frequently than large-scale systems. Mentioned 

here are the few focused systems that have undergone a clinical evaluation. In Leeds, 

England, a simple Bayesian system, a precursor of Bayesian networks, was developed for 

the diagnosis of acute abdominal pain (19). The system was evaluated in several studies 

and different hospitals (20-22). A logistic regression model for the identification of acute 

cardiac ischemia included seven clinical variables and the help of a hand held calculator 

to obtain a patient's probability of having an acute cardiac ischemia (23). The logistic 

regression model was evaluated in a prospective, multicenter study and demonstrated a 

significant reduction in coronary care unit admissions (24). A similar model predicting 

the probability of acute cardiac ischemia was integrated into an electrocardiography 

nlachine and, in a multicenter, controlled study, demonstrated a reduced hospitalization 
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rate for patients without acute cardiac ischemia (25). An artificial neural network for the 

diagnosis of acute myocardial infarction was prospectively evaluated and outperformed 

the participating physicians (26, 27). Growing cell structure netvvorks are a new method 

that provide a graphical rather than a numerical output (28). A growing cell structure 

network was developed and tested for the cytodiagnostic identification of breast 

carcinoma. Pathfinder is a Bayesian network developed for the diagnosis of lymph node 

diseases (29, 30). The diagnostic performance of Pathfinder \vas at least as accurate as the 

pathologist who helped develop the system (31). The system \vas subsequently evaluated 

in an independent study and was judged to be a valuable tool supporting pathologists in 

the diagnosis of lymph node pathologies (32). 

Numerous other diagnostic systems have been developed using a variety of artificial 

intelligence algorithnls including logistic regression, artificial neural networks with and 

without enhancenlent by genetic algorithms, Bayesian net\vorks, and decision trees. 

However, the majority of systen1s \vere developed in a laboratory setting generally using 

only a single data set for the development and the evaluation of the systelTI. 

Unfortunately, very few systems have been evaluated in a prospective clinical evaluation. 

One of the major dra\vbacks of previously reported diagnostic decision support 

systenls was their lack of integration into a clinical information system. The stand-alone 

nature of diagnostic systems jeopardizes their routine application in a busy clinical 

setting. Clinicians have to interact directly with stand-alone systems and are required to 

enter a variety of patient information. Entering data in a stand-alone system has the 

disadvantage that sonle of the patient information might already be available in the 

clinical infomlation systenl resulting in redundant data entry. The additional time spent 
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interacting with the computer is considerable and represents time not spent with the 

patient. 

1.4 Behavioral Bottleneck 

Many clinical guidelines and predictive instruments are complex and time 

consuming to follow. Such complexity is often required to give disease- and patient

specific recommendations. Even though the guidelines and predictive instruments have 

demonstrated a positive effect on patient care, only the simplest ones, such as the Ottawa 

ankle rule (33), are used for routine patient care. Despite the ability to computerize 

guidelines and predictive instruments clinicians remain the "gatekeepers" for applying 

them. Clinicians are responsible for identifying patients with a particular disease, going 

through the process of physically locating the paper-based or computerized guideline, and 

following the all required steps to obtain a patient-specific recomnlendation. 

There are several reasons, such as time constraints, workflo\N integration, logistical 

processes, and psychological reasons, why clinicians often keep the "gate shut" when it 

comes to applying guidelines. I termed the sum of reasons why clinicians keep the 

guideline gate shut a "behavioral bottleneck." The behavioral bottleneck describes a 

situation in which patient information and guidelines or predictive instrun1ents that have 

been demonstrated to be effective are available to clinicians but are not applied. 

An example of the behavioral bottleneck is the clinical application of the 

Pneumonia Severity of Illness Index (34). The Pneumonia Severity of Illness Index is one 

of the best evaluated risk assessment tools currently available and meets almost all 

recon1mendations for the development and evaluation of risk prediction tools (35, 36). 
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The severity index was developed as a logistic regression (37). Because logistic 

regression models are not practical for routine clinical use, the investigators simplified 

and transformed the logistic regression model into a simpler scoring algorithm that would 

be easier to apply in a clinical setting. During the transformation of the statistical to the 

clinically applicable model, several simplifications were necessary. The transformation of 

a statistical model into a simple algorithm often comes at the cost of losing information 

and sacrificing predictive accuracy for simplicity. The transformed scoring algorithm 

requires twenty variables routinely collected during the patient's encounter. However, it 

appears that the scoring algorithlTI retains a level of conlplexity that keeps clinicians from 

applying the clinical version of the severity index for managing pneumonia patients. 

Clinical information systelTIS have the computational power, speed, and data 

required to calculate the Pneumonia Severity of Illness Index during the patient's 

encounter. The conlputerization of the severity index is possible both in its complex 

logistic regression version and its simpler, clinically applicable scoring version. The 

conlputerization of the severity index, however, is not sufficient to guarantee its clinical 

application because clinicians must also initiate the process by identifying patients for 

\vhom they \vish to apply the risk assessment instrument. Thus, the behavioral bottleneck 

remains present independent of whether the instrument is available in a paper- or 

computer-based format. If a diagnostic system can identify pneumonia patients 

autonlatically, the computerization of the severity index could be initiated without user 

interaction and would make the results of the severity index available to physicians in an 

unsolicited way. 
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1.5 Objective 

The objective for this project was to overcome the behavioral bottleneck. For this 

purpose I developed, implemented, and evaluated a real time diagnostic system that has 

the ability to automatically identify patients likely to have pneumonia. To provide 

clinicians with guideline recomn1endations at the point of care, the diagnostic system had 

to be accurate and ideally would not require health care providers to enter additional data. 

1.6 A Diagnostic System for Identifying 
Patients with Pneumonia 

In this dissertation I report the different phases of developing, implementing, and 

evaluating a decision support system for the real time identification of patients likely to 

have pneumonia in an emergency department setting. The decision support system was 

integrated with the clinical information systen1 and uses only routinely available data. It 

does not require health care providers to enter additional data but operates with patient 

information collected as part of the regular con1puterized charting and documentation. 

The systen1 has a diagnostic and a management component. The diagnostic component is 

responsible for identifying patients likely to have pneumonia. The management 

component consists of the Pneumonia Severity of Illness Index, which is a risk 

assessment instrument for pneumonia patients. The severity index yields a mortality risk 

class of 1 to 5, where 1 indicates a low risk and 5 a high risk of mortality. The developers 

of the severity index suggested that the risk assessn1ent instrument is applicable for the 

identification of low risk patients who could be treated on an ambulatory basis. 
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1.6.1 Development 

Chapter 2 describes the development phase of the system's diagnostic component. I 

developed a Bayesian network by applying a historical data set of more than 32,000 

patients from the emergency department of LDS Hospital. Bayesian networks (38, 39) are 

probabilistic representations and follow the nlathematics of Bayes' theorem (40). 

Bayesian networks consist of nodes representing random variables. A table is attached to 

each node containing the conditional probabilities used for updating the joint probability. 

The nodes in the Bayesian network are connected through directed links. The links model 

the conditional dependency among the network nodes and represent the network 

structure. During the development phase more than 100 different network structures were 

trained and evaluated in an attempt to obtain an accurate and parsimonious model. 

1.6.2 Implementation 

Chapter 3 explains the implementation and the integration phase of the decision 

support system. The decision support system was integrated with the HELP System (41, 

42), which is the clinical information system at LDS Hospital, and the radiology 

information system. The system was in1plemented as a client-server application that used 

the HELP System as the server and the decision support system as the client. Information 

from the diagnostic component and the management component \vas made available to 

the en1ergency department staff on the clinical information system as well as on a 

dedicated computer in the emergency department. The HELP System displayed only the 

probability of pneumonia, calculated from the diagnostic component and the patient's 
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Pneumonia Severity of Illness risk class. The dedicated computer gave the emergency 

department staff access to more detailed information about a specific patient. 

The diagnostic component allowed interested users to examine the reasoning 

process in depth and to obtain an explanation of how the current pneumonia probability 

was calculated. For that purpose the temporal course of the pneumonia probability, the 

variables included in the probability calculation, and the resulting probability changes 

were displayed. The n1anagement component gave the emergency department staff access 

to the detailed calculations of the Pneumonia Severity of Illness Index. All the variables 

involved in the risk assessment of pneumonia patients and the respective risk scores were 

also available for detailed examination. 

1.6.3 Data Quality and Completeness 

Chapter 4 reports on a study that eXaInined whether the data in the clinical 

information system was accurate enough to be used in the management component of the 

decision support system. The management component applied 20 clinical variables of 

\vhich 19 were routinely collected during routine patient care and computed a risk class 

(1 to 5) indicating a patient's estimated risk of mortality. I performed a retrospective 

chart review of 241 hospitalized patients to test whether data originating fron1 the clinical 

infonnation system could be used for the automatic, real time calculation of the 

Pneumonia Severity of Illness Index. The study's objective was to con1pare the quality of 

available, computerized data alone with a reference standard consisting of all data 

available in the paper chart and the clinical information system at the time of the 
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emergency department encounter. Real time, computerized calculation of the Pneumonia 

Severity of Illness Index was accurate for 86 percent of hospitalized patients. 

To assess the data quality of a clinical information system for the real time 

calculation of a predictive instrument or a clinical guideline is important. Without 

knowing the level of data quality even a well-designed decision support system might fail 

in a real world implenlentation because physicians might not trust the displayed 

infonnation. 

1.6.4 Study Design 

Chapter 5 consists of a design paper reporting the planning phase for the 

prospective clinical evaluation of the decision support systen1. Prospective clinical 

evaluation studies of decision support systenls remain infrequent. In this paper important 

issues were addressed that might influence the study design, such as verification bias, the 

influence of disease prevalence, and the creation of a valid gold standard for the 

diagnosis of pneumonia. The advantages and disadvantages of different study designs are 

explored with respect to the targeted users and the clinical setting. 

1.6.5 Clinical Evaluation 

Chapter 6 reports the results of the prospective clinical evaluation of the diagnostic 

component in the emergency department at LDS Hospital. During a 5-month period 

(Novelnber 12, 1999 to April 15, 2000) the system computed a probability of pneumonia 

for 10,828 patients. A gold standard diagnosis was established reviewing all study 

patients. The review applied a three-step process. The initial review step included the 
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application of a set of criteria to all study patients. Study patients not meeting any of the 

criteria were considered not having pneumonia. The second step included a review of the 

elnergency departnlent report and the reports of the radiology exams by five internal 

medicine physicians. Patients without evidence of pneumonia were excluded from further 

review. In the last review step two pulmonary and critical care physicians reviewed a 

patient's chart and radiology images and established a diagnosis. A third pulmonary and 

critical care physician reviewed patients \vhose pneumonia diagnosis was not established 

by both initial reviewers. The majority vote of the three physicians decided on the final 

pneunl0nia diagnosis. The review process found a gold standard diagnosis of pneumonia 

for 265 patients among the 10,828 study patients. 
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We present the development and the evaluation of a 
Bayesian network for the diagnosis of community
acquired pneumonia. The Bayesian network is 
intended to be part of a larger decision support 
system which assists emergency room physicians in 
the management of pneumonia patients. Minimal 
data entry from the nurse or the physician, timely 
availability of clinical parameters, and high 
accuracy 'were requirements tve tried to meet. Data 
from more than 32,000 emergency room patients 
over a period of 2 years (June 1995-Julle 1997) 
were extracted from the clinical information system 
to train and test the Bayesian network. The network 
pelformed well in discriminating patients tvith 
pneumonia from patients with other diseases. The 
Bayesian nettvork achieved a sensitivity of 95%, a 
specificity of 96.5%, an area under the receiver 
operating characteristic of 0.98, alld a predictive 
value positive of 26.8%. Our feasibility study 
demonstrates that the proposed Bayesian network 
is all appropriate method to detect pneumonia 
patients with high accuracy. The study suggests 
that the proposed Bayesian network may represelll 
a successful component tvithill a larger decision 
sllpport system for the management of community
acquired pneumollia. 

Introduction 

Community-acquired pneumonia (CAP) is the sixth 
leading cause of mortality in the US and the leading 
cause of death in patients with infectious diseases.l 
The cost of CAP is estimated to be S4 billion per 
year.2 The diagnosis and the management of CAP 
involves much uncertainty when a patient presents 
to the Emergency Room (ER). At this point, 
however, important decisions about the empiric 
antibiotic selection and the admission to the 
hospital have to be made. Making decisions under 
uncertainty results in practice variation. 

To reduce practice variation guidelines for the 
management of patients with CAP have been 
developed.3

.4 One of them has been successfully 
implemented in the medical delivery systems of 
Intermountain Health Care.4 The guideline is paper 
based and requires additional time to be filled out. 
Therefore the physicians' compliance varies. 
Computerizing the guideline may increase the 
compliance. However, a computerized guideline 
may only be successful if a sensitive and specific 

trigger mechanism that accurately identifies 
patients with CAP is present. 

As the quality of computerized patient records 
improve, decision support systems represent a 
promising method to improve patient outcomes and 
cost-effectiveness. Most of the current decision 
support systems are rule-based. Probabilistic 
methods such as Bayesian networks still need to 
demonstrate their value and applicability in an 
integrated clinical environment. 

A Bayesian network (BN) is a graphical 
representation that is based on probability theory, 
primarily on Bayes' theorem.5

,6 A BN is a directed 
acyclic graph with nodes, arcs and tables. Each 
node represents an uncertain variable and is 
associated with a table representing a probability 
distribution. The arcs describe the probabilistic 
dependencies among the variables. A joint 
probability for the variables can be calculated by 
propagating and updating the probabilities through 
the BN. An efficient algorithm to propagate 
probabilities and calculate a joint probability has 
been developed7

, but the computational time grows 
exponentially as the number of nodes in the BN 
increases.8 Although BNs are becoming more 
manageable with the increasing power of 
computers, major problems remain. The estimation 
of the conditional probabilities by literature review 
or with the help of domain experts is tedious and 
time consuming. In particular, the probabilities of 
findings in the population without the target disease 
are difficult to assess. Although clinical databases 
can potentially provide accurate probabilities, they 
have not been deployed for the development of a 
BN, because they often lack the required detail. 

CAP is a good candidate for the probabilistic nature 
of a BN because uncertainty is involved in both the 
diagnosis and in the management of the disease. 
The physician encounters much variation in 
symptoms, findings, and laboratory and blood gas 
test results. Even in the chest x-ray, which is 
considered the gold standard for the diagnosis of 
CAP, the interpretations may vary. The sputum and 
blood cultures take one or two days to be 
completed and are often negative. At the time the 
reports become available, most important decisions 
have already been made. 



In our feasibility study we present the development 
and the evaluation of a BN for the diagnosis of 
community-acquired pneumonia in the emergency 
room. 

Methods 

We identified 41,371 patients who presented to the 
ER of LOS Hospital, Salt Lake City, during a 25 
months period (June 1995-June 1997). The 
discharge ICO-9 code (480-486) was the initial 
inclusion criterion for patients with CAP. There 
were 553 pneumonia patients during the 25-month 
period. 

Fig. 1 illustrates the inclusion and exclusion 
criteria. Adapting our guideline criteria, we 
excluded 779 patients who were younger than 18 
years. We excluded 4,540 patients who had a coded 
chief complaint that has been removed from the 
currently used list of codable chief complaints. 
Because the free text charting of the chief 
complaint has been reduced from 20% to 3%, \,ve 
excluded 3,390 patients with a free text chief 
complaint that we were unable to code 
unambiguously. We excluded a total of 8,709 
patients. 

gther diseases pncumonia 

40,818 553 (by ICD-9 codc) 

77 k\j; < 1 R years ~ 
40,044 548 

7 880 ~ n~:~~~~~~~~c k 5 
, --- ~ chief cOll1plaint ~ -

32,164 498 

1 di~I~~~lc~~~~n i 
pneumoma 

7 

32.240 422 (chest x-ray conl1rmed) 

Figure I: inclusion and exclusion criteria of 
natients with and withollt CAP 

For each of the remaining 32,662 patients, we 
extracted a total of 65 variables from the HELP 
System9

, of which 59 were coded and 6 free text. 
Only the first incidence of the data elements were 
considered. These data elements originated from 
different sources. A triage nurse captured the chief 
complaint, the current and past history, the current 
medication, allergies, and the vital signs. The nurse 
who took care of the patient during the encounter 
entered the patient's assessment. Lab values 
entered the HELP system through a laboratory 
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interface. Free text information such as the current 
or past history was parsed for keywords. For all 
patients we calculated a risk factor similar to the 
algorithm used in our practice guideline. 

The chest x-ray reports were extracted for all 
patients who had one or more chest x-rays taken 
within the first 72 hours of their encounter in the 
ER. The chest x-ray interpretation of the ER 
physician was generally available at a time when 
relevant decisions were made. However, the chest 
x-ray interpretation of the radiologist was 
considered the gold standard for diagnosing CAP. 
For all the patients with an ICO-9 code of CAP, we 
extracted both the dictated radiologist's chest x-ray 
reports and the ER physician's dictated clinical 
reports. We manually reviewed the reports for all 
the 498 patients with CAP. We applied the gold 
standard criteria and only included the 422 patients 
who had chest x-ray confirmed CAP. For the 
32,163 patients without CAP, we identified 8,102 
patients who had at least one chest x-ray taken 
within the 72-hour period. Their chest x-ray reports 
were parsed for keywords that were suggestive of 
CAP "infiltrate", "consolidation", "no 
evidence of'). Based on a conservative algorithm 
we identified 995 patients who actually had other 
diseases than CAP, but whose dictated chest x-ray 
reports were compatible with CAP. 

We developed the BN with Neticant, a software 
that performs Bayesian parameter learning. 1o A 300 
MHz PC with 64 MB RAM was used for training 
and testing. We randomly assigned each of the 
32,662 patients to one of three different subsets. 
\Ve tested the BN with each of the three subsets 
while the two remaining subsets represented the 
training set. 

An evaluation of the accuracy and the performance 
of the BN was determined applying measures that 
are typically used for clinical tests. These included 
the sensitivity, the specificity, and the positive 
predictive value. 11 The sensitivity and the 
specificity are important descriptive characteristics 
of a diagnostic test. To the clinician, however, the 
predictive value has a more clinically oriented 
meaning. In a patient with a positive test, it 
indicates, how many times a true or false positive 
result can be expected. Unfortunately, the 
prevalence of a disease influences the predictive 
value, whereas the sensitivity and the specificity are 
more consistent in the face of varying prevalence. 

We calculated the receiver operating 
characteristic (ROC) curve to refine and evaluate 
different versions of the BN. The ROC curve is a 
graphic measure that plots corresponding pairs of 
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Figure 2: Structure of the Bayesian network for diagnosing CAP. AH variables are available in the 
HELP system during a patient's encounter in the emergency room with the exception of the chest 
x-ray information ("chest x-ray positive"). 

the true positive rates (sensitivity) and the false 
positive rates (1-specificity).'2 The area under 
the ROC curve is a standard measure indicating 
the overall performance of a diagnostic test. 13 A 
lack of discriminatory ability exists when the 
sensitivity equals the specificity in which case 
the ROC curve is a 45° line and the 
corresponding area under the curve equals 0.5. 
Perfect discrimination exists when the sensitivity 
and the specificity equal 100% which yields an 
area under the ROC curve of 1.0. 

Results 

We implemented and evaluated more than 50 
different network structures. The number of 
nodes in the different network structures ranged 
from 20 to 77 nodes. The size of the BN ranged 
from 262 kB to 8.6 MB and the run time for 100 
cases ranged from 6 to 46 seconds. 

The most parsimonious and most accurate BN 
contained 25 nodes, 38 links, and 10,100 
conditional probabilities (Fig. 2). There were 3 
dichotomous, 6 categorical and 16 continuously 
valued nodes. The node "chief complaint" 
contained 60 different states. The BN was 262 

kB large and required 6 seconds to compute a 
probability of CAP for 100 cases. 

The results of the three different test subsets are 
presented in Fig. 3. When the sensitivity was 
fixed at 95%, the corresponding specificity 
averaged 96.5%. The mean predictive value 
positive was 26.8% and the average area under 
the ROC curves of the three subsets was 0.9825. 

For subset 3 we show the ROC curve (Fig 4), the 
2x2 table (Fig. 5), and the most frequent 
discharge diagnosis (ICD-9) for the false positive 
group (Fig. 6.). 

specificity positive area 
set (sensitivity predictive under the 

fixed at 95%
) value ROC curve 

97.3 % 30.1 % 0.991 

2 95.6 % 21.2 % 0.977 

3 96.6 % 29.1 % 

Figure 3: Results for the three testing set. 
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figure 4: The ROC curve for test set 3. The 
area under the curve is 0.979 

patient patients 
total 

with CAP without CAP 

BN positive 155 378 533 

BN negative 8 10,622 10,630 

total 163 11,000 11,163 

figure 5: 2x2 table of subset 3. The sensitivity is 95%, 
the specificity is 96.6%, and the predictive value 
positive is 29.1%. 

congestive heart failure 32 
aspiration pneumonia 19 
urinary tract infection 17 
fever of unknown origin 17 
acute bronchitis or bronchiolitis 10 
acute upper respiratory in fections 9 
other symptoms involving respiratory tract 8 
status asthmatics 8 
unspecitied viral infections 6 
pulmonary embolism 6 
painful respiration 6 
chest pain 6 
acute respiratory distress 6 
respiratory t~lilure 5 
pulmonary embolism 5 
chronic obstructive asthma 5 
chronic bronchitis with acute exacerbation 5 
asthma unspecified 5 
acute pyelonephritis 5 

Figure 6: Discharge diagnosis (ICD-9) of false 
positive patients in subset 3. Only diseases \vith marc 
than four patients are listed. They account for 47.6% 
of all the 378 false positive cases in this subset. 

Discllssion 

As part of the feasibility study we have developed a 
BN for diagnosing community-acquired pneumonia 
in patients who present at the ER. The BN is being 
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designed to screen every patient who presents to 
ER and to alert the ER physician about the possible 
presence of a patient with CAP. If the ER physician 
acknowledges the alert and confirms the diagnosis, 
the BN may trigger the computerized practice 
guideline for the management of the patient. 
In our opinion three important requirements are 
important when the feasibility of a probabilistic 
real-time decision support system is evaluated. 
First, a sensitivity of 95% or higher combined with 
a very high specificity is mandatory. Second, most 
data elements in the BN and the updated probability 
have to be available while the patient is in the ER 
and before the physician has made his final 
decisions. Third, any additional data entry beyond 
the normal charting practices of the nurse or the 
physician should be eliminated or kept to an 
absolute minimum. 
Considering the clinical application of the BN as a 
screening and alerting tool, the predictive value 
positive requires special attention. Although the 
combination of a 95% sensitivity with a 96.5% 
specificity is excellent, the predictive value is 
clinically more informative for the ER physicians. 
The predictive value specifies how many times the 
BN will alert the physician in patients with and 
without CAP. Our BN averages a predictive value 
positive of 26.8% which indicates that out of 4 
issued alerts, only one would actually be a patient 
with CAP. The three false positive alerts, however, 
represent in large valid differential diagnosis to 
CAP (Fig. 6). Considering that the ER physicians 
see about 55 patients every day and one patient 
with CAP about every second day, the BN would 
alert them twice a day. Improving the predictive 
value will be difficult given the current level of 
specificity. An area under the ROC curve of 0.98 
demonstrates that the overall accuracy and the 
discriminatory ability are exceptionally high. 

To achieve this high level of accuracy, the clinical 
variables must be available during the patient's 
encounter in the ER. Clearly, an alert assists the 
physician only while the patient is in the ER. 
During the training and testing phase the BN has 
been presented at one single point with all the 
available data elements of a patient. The clinical 
work flow, however, is much different. The data 
are not present at one single point, but are gathered 
and charted over the entire time period that a 
patient is in the ER. In a BN, however, not all of 
the data have to be present. The BN accounts for 
the presence of uncertainty and can operate with 
varying amounts of missing data. Whenever the 
clinical information system records a new piece of 
data, the BN can incorporate the new evidence and 
update the joint probability. Experience suggests 
that the physician's compliance with a 
computerized decision support system depends on 



the amount of additional data elements that have to 
be entered. Currently, the BN incorporates 
variables that are part of the nurses' charting 
practices or originate from the laboratory. From 
both the nurse and the physician the BN does not 
need additional information, with the chest x-ray 
being the only exception. 
The radiologists' chest x-ray interpretation is 
currently not available in the clinical information 
system during the patient's encounter in the ER. 
However, the chest x-ray is important for the 
diagnosis of CAP. For the following pilot study, we 
will need to prompt the ER physician to indicate 
whether the chest x-ray is positive or negative, a 
task which they have agreed to do. Since the HELP 
System records the time when a chest x-ray has 
been ordered, the BN will recognize for which 
patients it should prompt the ER physician. 
Although the radiologists' interpretation would be 
preferred, the current work flow does not provide a 
feasible procedure to include their interpretation 
while the patient is in the ER. 

There are limitations in our study. First, the BN 
was designed for CAP in the ER of a tertiary care 
hospital. However, most of the patients with CAP 
are treated by their primary care physician. The 
representativeness of our database is therefore 
limited as our population represents a selected 
group of patients only. Patients that enter our ER 
may be more seriously 111 and have a 
unrepresentative spectrum of causative organisms. 
Second, it is difficult to predict which data 
elements are gathered in a specific patient, and in 
which order they enter the HELP system. For 
instance, a blood gas sample is not obtained in 
every patient, and if it were, the moment will 
greatly vary at which the results will become 
available to the BN. With incomplete evidence the 
BN may cross the threshold and generate an alert, 
but may then drop the probability after more 
evidence becomes available. Defining a minimal 
set of instantiated variables may help to prevent 
premature alerts. Third, the database contains 
retrospective data, but a prospective evaluation in 
our ER is required to demonstrate whether the BN 
\vi 11 perform as expected. 

Conclusion 

The results of our study have general significance 
for the application of Bayesian networks in a 
clinical environment. Clinical information systems 
are an accurate source for the assessment of 
probabilities that are required for the development 
of a probabilistic decision support system. The 
results obtained are encouraging and suggest that a 
Bayesian network may provide a promising mcthod 
as a real-time decision support system in a clinical 
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environment. We feel confident to perform a pilot 
study in the ER and test whether the Bayesian 
network may be an accurate component within a 
larger decision support system that assists 
emergency room physicians in the management of 
community-acquired pneumonia. 
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Decision support systems that integrate 
guidelines have become popular applications 
to reduce variation and deliver cost-effective 
care. However, adverse characteristics of 
decision support systems, such as additional 
and time-collsuming data entlY or manually 
identifying eligible patients, result in a 
"behavioral bottleneck" that prevents decision 
support systems to become part of the clinical 
routine. This paper describes the design and 
the implementation of an integrated decision 
support system that explores a novel approach 
for b)passing the behavioral bottleneck. The 
real-time decision support system does not 
require health care providers to enter 
additional data and consists of a diagnostic 
and a management component. 

INTRODUCTION 

In today's health care system, the 
computerized patient record (CPR) becomes 
the standard to collect, store, and report 
patient-related data. CPRs represent rich data 
sources that can be used to develop decision 
support systems (DSS) to support health care 
providers in caring for patients, decreasing 
variation and delivering cost-effective care. I 
Rule-based DSSs are frequently used to 
computerize guidelines of low or moderate 
complexity. Integrating more complex 
guidelines into a DSS that is intended for both 
disease- and patient-specific care, is highly 
desirable. However, the implementation and 
complete integration of disease- and patient
specific DSSs is challenging, because 
developers face both technical and behavioral 
problems that are difficult to overcome. 
Reasons that prevent a successful 
implementation are: 

• The prevalence of the guideline-applicable 
disease in the population of interest is low, 
e.g., the prevalence of many diseases in an 
emergency department (ED) is below 2%, 
which often prevents the guideline from 
becoming part of daily practice. 

• Required data elements are not available in 
a timely fashion, c.g., the radiologist's 
chest x-ray interpretation of a patient with 

suspected pneumonia usually becomes available at a 
time when treatment and admission decisions have 
already been made. 

• The required detail of data to drive a guideline is not 
present, e.g., the presence of coexisting diseases is 
concealed in the free text portion of the patient's 
past history.2 

• Data are not collected and represented in an easily 
computable or decidable format, e.g., the patient's 
present history or current medication is recorded in 
free text.) 

• Additional data gathering in an appropriate format 
may be necessary, but is time-consuming and often 
results in double-charting), e.g., ECG measurements 
have to be entered explicitly, but are already 
available from the ECG tool. 

• The lack of CPRs to automatically detect patients 
with certain diseases requires health care providers 
to manually identify patients, initiate and complete 
the guideline. However, the time involved in 
identifying a patient to the CPR and completing the 
guideline is often not available in a busy clinic. 

The tasks involved in identifying eligible patients, 
initiating the computerized guideline and entering 
additional, patient-specific data represent a critical 
"behavioral bottleneck". In an attempt to master the 
behavioral bottleneck we have developed an integrated, 
real-time DSS that consists of a diagnostic and a 
management component. The diagnostic component is 
based on a Bayesian network and automatically 
identifies patients with CAP. The management 
component implements different guidelines for 
pneumonia patients. Both parts operate without 
requiring health care providers to enter additional data. 

BACKGROUND 

Decision support systems 
The development and implementation of DSSs has 
proliferated in recent years.4

,5 Several applications have 
shown that DSSs are a suitable method to support health 
care providers. Some of them have demonstrated a 
positive impact on the delivery of appropriate and cost
effective patient care. 5

,6 The integration of DSSs into a 
CPR has been predominantly accomplished with rule
based applications. Rule-based systems, however, are 



not able to represent the uncertainty and the 
variation inherent to the medical domain. A 
variety of methods that explicitly model 
medical uncertainty have been successfully 
applied and implemented particularly for 
diagnostic problems. Examples of methods 
include uncertainty factors, Fuzzy set logic, 
heuristic systems, neural networks, logistic 
regression, and Bayesian systems.7 Although 
several methods have demonstrated impressive 
results in diagnostic performance, none has 
been completely integrated with a CPR. The 
lack of integration often prevents the use of 
DSS applications to support health care 
providers in real-time and at the point of care. 
In addition, diagnostic systems have not been 
explored for the purpose of detecting patients 
who have a particular disease of interest and 
who are eligible for guidelines. 

Guidelines for community-acquired 
pneumonia 
Several guidelines for CAP have been 
developed.s-lo However, all of them are paper-
based and complex jeopardizing 
implementation and dissemination. To 
promote the dissemination of the Pneumonia 
Severity Index (PSI), the original version, a 
logistic regression,s has been converted into a 
simpler scoring algorithm.9 The PSI computes 
a severity risk class for patients with CAP. The 
algorithm evaluates 20 variables that are 
routinely available in the CPR at LDS Hospital 
(HELP System l1

) during the patient's initial 
encounter in the ED. AI! the data elements of 
the PSI are available in the HELP System, 
which increases the chances for automation. 
However, the ED physician still needs to 
interact with the HELP System and manually 
identify patients with CAP. Although this 
seems to be a simple task, many guideline 
implementations have failed because the 
importance of the "behavioral bottleneck" was 
underestimated. 

A Bayesian network for patients with CAP 
In an effort to tackle the underlying problems 
of the behavioral bottleneck, we have 
developed a Bayesian network (BN) that 
detects patients with CAP in an ED 
population .12 BN s are graphical representations 
that are based on probability theory. U The 
probabilistic characteristics of BNs favor their 
the medical field. However, BNs have not 
been application for diagnostic purposes, 
particularly in integrated into clinical 
information systcms and still need to 
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demonstrate their value and applicability in an 
integrated clinical environment. 

DESIGN At"lD IlVIPLEMENTATION 

We have developed and implemented an integrated DSS 
that allows the identification of patients with CAP in an 
ED population and evaluates guidelines for the 
management of pneumonia patients. The purpose of the 
decision support application is to automatically provide 
the ED physicians with information that assists in the 
medical decision making process. Because the DSS uses 
only data elements that are routinely collected and 
available during a patient's encounter in the the 
application does not require any additional data entry 
from the ED staff. In parallel to the medical decision 
making process, the DSS collects and evaluates data 
over the entire encounter of the patient. As soon as new 
patient data become available, the DSS combines the 
new evidence with already retrieved information. This 
real-time process avoids inconvenient interruption of the 
ED physician's work flow and allows them to review 
current information at any time during the patient's 
encounter. 
The decision support system consists of two 
components: The first, population-based component 
identifies patients with CAP by applying a BN. The BN 
collects data and calculates a probability of CAP for all 
patients presenting to the ED. The second component 
provides information for the management of CAP 
patients by evaluating the two different versions of the 
PS[ (logistic regression and scoring algorithm). In 
addition, a locally developed pneumonia guideline has 
been integrated into the DSS to respect the preferences 
of the local ED physicians. 1o 

Data retrieval 
Whenever a new patient is registered in the ED, the DSS 
is notified by the HELP System and adds the new 
patient to the list of current patients. For al1 the ED 
patients on the current list the DSS polls the HELP 
System for new data every 5-10 minutes. On every 
patient in the ED, the DSS retrieves up to 42 data 
elements that are required to calculate the probability of 
CAP and to evaluate the guidelines. 
The data elements used for the DSS are demographic 
infomlation, triage data, nurse assessment, results from 
laboratory tests and blood gas analyses, and chest x-ray 
related information. Demographic information include 
the patient's age and sex. Triage data consist of the chief 
complaint, the present and past medical history, the 
current medication, allergies, and initial vital signs 
(heart rate, respiratory rate, systolic blood pressure, 
oxygen saturation, and temperature). The ED nurse 
assessment is charted directly into the HELP System. 
The DSS retrieves infomlation about breath sounds, 
cough, abdominal exam, abdominal discomfort, pain 
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Fig. I: The main screen of the decision support system (supervisory mode). The patient highlighted in the ED patient 
table has a high probability of pneumonia according to the Bayesian network. The summary data are displayed in the 
upper section. The charts in the lower section show the probability changes after the patient has been in the ED for an 
hour. The left chart graphs the probability changes over time for pneumonia and the right chart plots the changes for the 
associated mortality. In the table between the graphs the user can review the data elements that have become available 
so far and that have been involved in the calculation of the probabilities. The circled numbers correspond to the 
numbers in the text. 

characteristics, and mental status. Laboratory 
values include sodium, blood urea nitrogen, 
creatinine, albumin, glucose, white blood 
count, bands, hematocrit, hemoglobin, and the 
results of liver function tests. If a blood gas 
analysis is performed, the pH, the pa02, and 
the pC02 are retrieved. If a series of values are 
present in a patient, the DSS considers only the 
initial value. Once the value has been obtained, 
the DSS does not poll for the same data 
element again. Encounter related data include 
the time of admission and discharge, time of 
chart completion, and final discharge 
disposition. 

If a chest x-ray is ordered on a patient, the 
DSS retrieves both the time when the order has 
been placed and the time when the chest x-ray 

has been completed. The ED physicians review the 
chest x-rayon a radiology viewing station in the ED and 
usually enter a short, often abbreviated interpretation of 
their finding into a dedicated comment field. If the chest 
x-ray of a patient supports the diagnosis of CAP they 
use "p+" as an abbreviation and "e+" to indicate the 
presence of an effusion. 

Data evaluation 
Whenever new information becomes available, the BN 
incorporates the new data element and updates the 
probability of pneumonia. Similarly, the pneumonia 
guidelines arc updated. The user can change, correct or 
add values in either component of the decision support 
system. If the user modifies data elements, the BN and 
the guidelines are updated immediately. User changes in 
the models are captured in a log file. 



Accessing and presenting data 
The DSS displays the principal information on 
the main screen (Fig. 1). The main screen is 
organized into three major sections and the 
displayed data depend on whether the DSS is 
in supervisory or user mode. 
The table in the center of the main screen (CD; 
the numbers in the text refer to Fig. 1) lists all 
the patients that are currently in the ED 
together with the current probability of CAP 
and the summary data of the evaluated 
guidelines. If a patient is highlighted in the 
table of current ED patients, more detailed 
information is available in the upper and the 
lower sections. 
The upper section of the main screen allows 
the user to investigate the probability of CAP 
and the results of the guidelines in detail. The 
section with the current probability (Q) has a 
button labeled "Show probability factors + 
simulation mode"). This allows the user to 
review the values and the data elements that 
are involved in calculating the probability of 
CAP (Fig. 2). Additionally, users can initiate a 
simulation session where they can change the 
values of the BN and investigate the impact on 
the probability. The next section (Q:» displays 
the summary risk factor for the locally 
developed guideline. The complete guideline 
can be called with the button "CPM fom1". 
The next two sections display the results of the 
two PSI versions, namely the risk factor (0) 
from the scoring algorithm and the probability 
estimate from the logistic regression (G). The 
PSI scoring algorithm (Fig. 3) and the data 
clements involved in the logistic regression 
can be accessed and further investigated with 
the respective buttons. The monitor frame (@) 
allows the user to view the activity of the 
interfaces to the clinical 
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Fig. 2: The data elements that are involved in 
computing the probability are shown for the 
selected patient from the main screen (Fig. I). 
Note that the chest x-ray has been ordered before 
the laboratory values are known. The user can 
start the simulation mode and explore the BN by 
changing values. 
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information system and the radiology database. The 
lower section of the main screen graphically displays 
how the probability of CAP (®) and the probability of 
death (original PSI version) (®) have developed over 
time. The user has the ability to obtain an explanation in 
the table between the two charts by selecting a point of 
interest from either graph. The table (®) lists the data 
elements that are currently available from the selected 
patient, the resulting absolute probability, and the 
difference of probability caused by incorporating the 
respective data element. 
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Fig. 3: The PSI scoring algorithm is shown for the 
selected patient from the main screen (Fig. 1). The DSS 
evaluates the PSI scoring algorithm with the values that 
are currently available. The pathological values are 
marked, the attributable points entered and summed. 
The resulting risk class is derived from the risk score. 
The user can change, add, or delete values. Any changes 
by the user triggers an update of the BN and the 
guidelines. 

Environment 
Access to the decision support system is password
protected. The DSS is a client-server application and is 
implemented in the Visual Basic programming language. 
The DSS resides on a client PC and uses MS Access for 
the data management. The Bayesian network inference 
engine is accessed through an API (application 
programming interface). The connection to the 
radiology database is established through ODBC (open 
database connecti vity). The DSS communicates to the 
HELP System through an interface that was 
implemented using XML (Extended Markup Language). 



DISCUSSION 

Our real-time DSS explores a new approach to 
support busy clinicians with guideline 
information. The diagnostic component of the 
DSS automatically detects patients with CAP 
from a broad and unrestricted ED population. 
Without requiring additional data entry, the 
diagnostic probability of CAP as well as the 
guideline information are available in real 
time. Time-consuming interaction between the 
user and the DSS are eliminated because the 
DSS works only with data elements that are 
routinely available in the CPR. The DSS 
provides additional and presumably useful 
information that clinicians can integrate into 
the decision making process. 
The underlying design of our DSS addresses 
particularly the behavioral bottleneck. 
Clinicians are reluctant to use computerized 
guidelines that require additional data entry 
and consume considerable time and effort to 
be completed. Additionally, many diseases for 
which guidelines exist have a low prevalence. 
The combination of these adverse 
characteristics often prevent guidelines to 
become part of the clinical routine. Many 
guideline implementations, paper-based or 
computerized, have failed because they were 
not able to bypass the behavioral bottleneck. If 
a DSS is able to automatically detect patients 
with certain diseases, the behavioral bottleneck 
may be mastered and the computerized 
implementation of guidelines becomes more 
feasible. 
However, the entire DSS depends primarily on 
the diagnostic accuracy of the BN. Although 
the BN has performed well on historical data l2

, 

we are assessing the diagnostic performance in 
a two-phase prospecti ve study. In the first 
phase the diagnosis of the ED physicians and 
the BN are compared separately against a gold 
standard. The first phase will allow us to 
quantify the diagnostic accuracy of the ED 
physicians and the BN separately. However, 
this phase does not retlect the intended clinical 
situation, but will result in baseline data. The 
second phase will retlect the actual intended 
clinical situation where the information of the 
DSS will be available to clinicians. This phase 
will evaluate the supplemental information 
from the DSS on the physician's decision 
making. 
If the diagnostic component proves to reliably 
detect patients with CAP, the chosen approach 
can be used to mark the records of pneumonia 
patients in the CPR. Once the CPR contains a 
marker for patients with CAP, additional 
guidelines can be initiated. For example, 
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known pneumonia patients can be evaluated with 
respect to vaccination guidelines, to TCU admission 
criteria, and to hospital discharge criteria. 
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A b s t rae t Objective: This study examined whether clinical data routinely available in a 
computerized patient record (CPR) can be used to drive a complex guideline that supports 
physicians in real time and at the point of care in assessing the risk of mortality for patients with 
community-acquired pneumonia. 

Setting: Emergency department of a tertiary-care hospital. 

Design: Retrospective analysis with medical chart review. 

Patients: All 241 inpatients during a 17-month period Gun 1995 to Nov 1996) who presented to 
the emergency department and had a primary discharge diagnosis of community-acquired 
pneumonia. 

Methods/Main Outcome Measures: The 20 guideline variables were extracted from the CPR 
(HELP System) and the paper chart. The risk score and the risk class of the Pneumonia Severity 
Index were computed using data from the CPR alone and from a reference standard of all data 
available in the paper chart and the CPR at the time of the emergency department encounters. 
Availability and concordance were quantified to determine data quality. The type and cause of 
errors were analyzed depending on the source and format of the clinical variables. 

Results: Of the 20 guideline variables, 12 variables were required to be present for every 
computer-charted emergency department patient, seven variables were required for selected 
patients only, and one variable was not typically available in the HELP System during a patient's 
encounter. The risk class was identical for 86.7 percent of the patients. The majority of patients 
with different risk classes were assigned too Iowa risk class. The risk scores were identical for 
72.1 percent of the patients. The average availability was 0.99 for the data elements that were 
required to be present and 0.79 for the data elements that were not required to be present. The 
average concordance was 0.98 when all a patient's variables were taken into account. The cause 
of error was attributed to the nurse charting in 77 percent of the cases and to the computerized 
evaluation in 23 percent. The type of error originated from the free-text fields in 64 percent, from 
coded fields in 21 percent, from vital signs in 14 percent, and from laboratory results in 1 
percent. 

Conclusion: From a clinical perspective, the current level of data quality in the HELP System 
supports the automation and the prospective evaluation of the Pneumonia Severity Index as a 
computerized decision support tool. 

• JAMIA. 2000;7:55-65. 
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Disseminating and implementing paper-based guide
lines in everyday practice remains a major challenge. 1-. 
A common reason for the reluctance to use the guide
lines is the time required to complete them. Espe
cially in hospitals with a computerized patient record 
(CPR), paper-based guidelines represent a duplication 
of data collection that should be avoided.s Comput
erizing a guideline is an attractive and effective means 
of avoiding the duplication of data collection and the 
time-consuming manual completion of guidelines.6 

Clinical information systems have the potential to 
drive guidelines,·8 and minimize or eventually elimi
nate additional data collection from the health care 
providers. Few guideline-based decision support sys
tems are integrated into existing CPRs, support clini
cians in real time, and do not require additional data 
collection.s-n One reason for the sparsity of real-time 
computerized guidelines that do not require addi
tional data entry is that clinically relevant data are not 
suificienez or are not represented in an easily retriev
able and computable format. s 

A successful approach to computerizing guidelines is 
the capturing of essential guideline data on a struc
tured encounter screen.13

•
1
• Guidelines with specifi

cally designed encounter screens capture data in a 
computable format and have demonstrated both an 
improvement in documentation14 and a positive effect 
on patient outcomes. IS However, as the guideline in
creases in complexity, the time required to enter data 
grows. In contrast, the complexity of a guideline is 
often necessary to deliver recommendations that are 
patient-specific. An alternative and desirable ap
proach to delivering patient-specific advice is to in
tegrate a guideline into an existing CPR, taking ad
vantage of the available data.I

"" This approach may 
sacrifice data quality because the variables are not 
specifically collected for driving a guideline but rather 
are captured for documenting routine patient care. 

Even if all the required data elements of a guideline 
exist in a CPR. the representation format affects the 
accuracy of guideline recommendations. Data quality 
needs to be assessed prior to implementation, because 
erroneous recommendations based on inaccurate data' 
influence guideline acceptance and may raise liability 
issues.18 Data quality is a fundamental issue when 
guidelines are integrated into a CPR. Only a few stud
ies, however, focus on assessing the data quality or 
accuracy in a CPR.19

.20 

The objective of this study was to detennine the data 
quality of variables routinely collected in an emer
gency department in driving the Pneumonia Severity 
Index (PSI).21 The PSI guideline allows emergency de
partment physicians to assess the risk of mortality in 

patients who have community-acquired pneumonia. 
Although the present form of the guideline assures 
patient-specific recommendations, the complexity re
mains too high to be easily memorized by clinicians. 
Computerizing and integrating the guideline into a 
CPR with verified levels of data quality is a desirable 
method to deliver real-time support.u Our goal was 
to test whether data routinely available during a pa
tient's encounter in the emergency department can be 
used to evaluate the PSI and provide physicians with 
real-time decision support for the management of 
pneumonia patients at the point of care. 

Methods 

Following the methodological recommendations of 
Hogan and Wagner,20 we describe the setting and 
charting process in detail. 

Setting 

LOS Hospital is a S20-bed tertiary-care and university 
teaching hospital in Salt Lake City, Utah. During the 
study period, the emergency department staff in
cluded 12 full-time, board-certified emergency de
partment physicians. Because of personnel turnover, 
the nursing staff changed during the study period. 
There were, generally, 12 full-time and 30 part-time 
nurses. The emergency department staff cares for 
more than 25,000 patients per year and uses the HELP 
(Health Evaluation through Logical Processing) Sys
tem for data recording and reporting.D

ol4 In the emer
gency department there are 24 HELP terminals, the 
majority residing in patients' rooms. 

The HELP System (version 15) is an inpatient CPR 
that has a long history and is well known for several 
integrated decision support systems.:15 It is a commer
cially available clinical information system (3M HIS, 
Murray, Utah) that runs on a mirrored Tandem main
frame computer with 12 central processing units. It 
was developed and is maintained in PAL (PTXT ap
plication language), which is a proprietary language 
of 3M, and in TAL (Tandem application language), 
which is a proprietary language of Compaq (previ
ously Tandem, located in Houston, Texas). System 
downtime is 0.15 percent per year. 

Defining either the computer-based or the paper
based chart as the official patient record is usually not 
feasible. Although the HELP System contains most a 
patient's data, this CPR is complemented with han~
written admission notes, progress notes, and addi
tional forms that reside only in the paper-based rec
ord. Similarly, the HELP System contains information 
that does not enter the paper-based chart unless it is 
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printed and inserted there on request. Thus, the offi
cial patient record (the Record) is the combined data 
from both the CPR and the paper-based chart. 

Inclusion and Exclusion Criteria 

We included all inpatients who were at least 18 years 
of age and had a primary discharge ICD-9-CM diag
nosis of community-acquired pneumonia (ICD-9 
codes 480.0-486.9) during a 17-month period (June 
1995 to November 1996). 

The chief complaint is a mandatory entry without 
which the emergency department nurse cannot chart 
in the CPR. For patients who have cardiac arrest or 
other life-threatening conditions, nurse charting is 
performed exclusively on paper and does not enter 
the CPR. Therefore, we identified patients who had 
cardiac arrest or another life-threatening condition by 
the absence of a chief complaint. These patients were 
excluded from the study. We also excluded patients 
with pneumonia who should have been admitted di
rectly to the hospital but were admitted first to the 
emergency department because of a logistical misun
derstanding. Because of the misunderstanding, these 
patients were not seen by an emergency department 
physician. 

The PSI guideline excludes patients who have histo
ries of acquired immunodeficiency syndrome, have a 
positive titer of HIV antibodies, have been transferred 
from another acute-care hospital, or have been hos
pitalized in the seven days prior to the current emer
gency department encounter. We included patients 
who met the PSI exclusion criteria, however, because 
the study did not include the assessment of data qual
ity for variables that evaluate a patient's eligibility cri
teria for the guideline. 

Data Collection in the Emergency Department 

The emergency department nurses collect the majority 
of the data elements required for the PSI. When a pa
tient presents to the emergency department, a regis
tration clerk collects the patient's demographic infor
mation. A triage nurse collects the information about . 
chief complaint, current and past histories, and cur
rent medication and measures vital signs, including 
temperature, blood pressure, and heart and respira
tory rates. The triage nurse enters the patient's infor
mation directly into the HELP System. At the end of 
the triage, the nurse prints the captured information 
and attaches the form to the patient's chart. The form 
is then used by the emergency department physician 
to record additional findings. 

After the patient is transferred to an emergency de
partment room, an assigned nurse charts a more de-

tailed assessment. The assessment is entered in coded 
form, but the nurse can also chart findings in free text. 
While the patient is being evaluated, the nurse may 
measure the vital signs again. Patients whose condi
tions are considered urgent do not present to the tri
age nurse but are admitted directly to an emergency 
department room, where the assigned nurse collects 
the triage information in addition to the assessment. 
After evaluating the patient, the emergency depart
ment physicians add information to the form printed 
by the triage nurse. 

A clerk orders laboratory tests or radiology exami
nations through the HELP System. The laboratory re
sults enter the HELP System through an interface with 
the laboratory computer. The radiologic images are 
reviewed by the physicians on a radiology worksta
tion in the emergency department. The emergency de
partment physicians review patient information on 
the HELP System. However, they are not involved in 
capturing data or entering orders. At the end of the 
patient's encounter, the nurse discharges the patient 
from the emergency department and finishes the 
charting process by recording the discharge time. The 
physician's dictation and the radiologist's x-ray inter
pretation enter the HELP System as free-text reports. 

The Pneumonia Severity Index Guideline for 
Community-acquired Pneumonia 

The PSI guideline is a severity scoring system that 
accesses the risk of mortality for pneumonia patients. 
The PSI was originally developed as a logistic regres
sion26 but was later converted to a scoring algorithm 
to ease clinical use and promote !:he dissemination of 
the guideline in different settings.11 The PSI guideline 
is a two-step algorithm (Figure 1). The nrst step eval
uates 11 variables from the physical examination and 
the patient's current and past histories. Patients who 
are 50 years old or younger and have no abnormal 
findings on the physical examination and the current 
and past histories are assigned to risk class 1. Other
wise, the patients are assigned to a higher risk class, 
which is determined in the second step. 

The second step evaluates nine additional variables 
from laboratory tests and the chest x·ray (Table 1). To 
determine the appropriate risk class in the second 
step, the physician must nrst calculate a risk score. 
The risk score is the sum of points assigned to each 
of the 20 PSI variables. Finally, the risk class is derived 
from the risk score and corresponds to a patient's 
probability of dying (Table 2). The developers of the 
PSI have suggested that the risk class can be applied 
as an admission criteria.'1 Patients at low risk of dying 
might be managed as outpatients, whereas patients at 
high risk should be admitted to the hospital. 
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Patients with 
community-acquired pneumonia 

::>----- Yes 

No 

+ 
Are any of the following coexisting conditions 
prescnt in Ihe patient's history? 

• neoplastic disease 
• congestive heart failure 
• cerebrovascular disease 
• renal disease 
• liver disease 

I 
No 

Are any of the following abnormal findings 
present on the physical examination? 

• allered menial status 
• heart rate ~ 12SIminulc 
• respiratory rate :!: lO/minute 
• systolic blood pressure < 90 mm Hg 
• temperature <3S·C or C!: 40°C 

I 
No 

risk class 1 

- Yell 

r--- Yes 

Evaluating the Pneumonia Severity Index 

-+ 

For each patient we calculated the PSI risk score and 
risk class using data that were available in the CPR 
during the patient's encounter in the emergency de
partment. The PSI risk score and risk class computed 
from the CPR data were then compared with the risk 
measures that were computed using data that origi- . 
nated in the patient's Record (the combined CPR and 
paper-based record). All information that was actually 
available in any format during the patient's encounter 
in the emergency department and that originated in 
the patient's Record represented our reference stan
dard. The reference standard corresponds to the best 
information available while the patient was in the 
emergency department. 

For all patients in the study we retrieved the PSI pa
rameters from the CPR through database queries. To 

risk class 2-S 
according to 

prediction rule 

Fig u r 8 1 First step of the Pneumonia 
Severity Index (PSI) scoring algorithm. 
On the basis of the patient's historical 
data and vital signs, the clinician as
signs the patient to either risk class 1 or 
a higher risk class. For patients as
signed to a higher risk class, a risk score 
is calcula ted and used by the clirtician 
to determine the appropriate risk class. 
(Reprinted with permission from Fine 
et aLu C 1997, New England Journal of 
Medicine.) 

assess the five variables of the PSI that involve coex
isting conditions (neoplastic disease, congestive heart 
failure, cerebrovascular disease, renal disease, and 
liver disease), we constructed a list of terms repre
senting each coexisting condition. The list of terms 
was compiled by review of the free-text fields of the 
nurse-charting entries in the CPR for patients who 
were seen in the six months following the study 
period (Dec 1996 to May 1997). For patients in the 
study we inferred the presence of disease if one of the 
terms was present in the free-text field of the current 
history, the past history, or the current medication. We 
considered only patient information that was re
corded while the patient was in the emergency de
partment. The emergency department encounter 
started at the time a patient was registered by either 
the registration clerk or the emergency department 
nurse and ended at the time the patient was admitted 
to the hospital 
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Table 1 • 

Variables Evaluated in the Second Step of the Pneumonia Severity Index (PSI) Scoring Algorithm 
Source of Data in the Type of Da ta in the Points Assigned 

Patient Characteristic HELP System HELP System for Abnormality 

Demographics: 
Age: 

Men Registration Coded Age (year) 
Women Registration Coded Age (year) -10 

Nursing home Triage Free text +10 

Coexisting illnesses: 
Neoplastic disease Triage Free text +30 
Uver disease Triage Free text +20 
Congestive heart failure Triage Free text +10 
Cerebrovascular disease Triage Free text +10 
Renal disease Triage Free text +10 

Physical examination fmdings: 
Altered mental status Nurse assessment Coded +20 
Respiratory rate Triage Numeric +20 
Systolic blood pressure Triage Numeric +20 
Temperature Triage Numeric +15 
Heart rate Triage Numeric +10 

Laboratory fIDdings: 
Arterial pH Laboratory Numeric +30 
Blood urea nitrogen Laboratory Numeric +20 

Sodium Laboratory Numeric +20 

Glucose Laboratory Numeric +10 

Hematocrit Laboratory Numeric +10 

P.02 or SpO} Laboratory or triage Numeric +10 

Radiographic fmding: 
Pleural effusion ED physician's report Free text +10 

NOTE! The second step of the PSI scoring algorithm evaluates 20 variables to establish a risk score for the patient. In the HELP system 
the variables differ in format and have different sources. The score for the PSI is calculated by adding the patient's age and the 
points assigned for each abnormal finding. ED indicates emergency department. 

Table 2 • 

Association of Risk Score with Risk Class and 
Mortality in the Pneumonia Severity Index (PSI) 
Scoring Algorithm 

Risk Score Risk Class Mortality ('Yo) 

Based on step one <0.5 

s10 2 0.5-0.9 

11-90 3 1-3.9 

91-130 4 4-10 

>130 5 >10 

NOTE: The second step of the PSI scoring algorithm assigns the 
patient to a risk class based on the calculated risk score. The 
assigned risk class corresponds to a probability of death. 

For every patient in the study we obtained the paper
based charts from the medical records department. To 
abstract data from the patient's record, a self-coding 
data sheet was completed. The self-coding data sheet 
has been previously used in our institution for col
lecting data from the charts of pneumonia patients. 
As a safeguard against introducing bias into the un
blinded review process, the records of 24 patients (10 
percent) were randomly selected and were re-evalu
ated after a two-month interval. 

Evidence of abnormal findings in the CPR or the Rec
ord that became available after the patient had left the 
emergency department was not considered for the 
evaluation of the PSI. For example, if a blood gas anal
ysis was in process but the results were not available 
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while the patient was present in the emergency de
partment, the results were not included in the com
putation of the PSI. If a series of data elements from 
the same category was present, only the first mea
surement, and not the most abnormal measurement, 
was considered. For example, if the patient's initial 
systolic blood pressure was 100 mmHg, but subse
quent measurements fell below the critical value of 
the PSI because the patient's condition worsened, only 
the initial value of 100 mmHg was included in cal
culating the risk score. 

During the study period, the emergency department 
physician's interpretation of chest x-rays was not 
available, because information from the radiology 
database could not be accessed in real time. However, 
the emergency department physician's interpretation 
became available for real-time evaluation after the 
study period. A current implementation of the PSI 
would include the emergency department physician's 
interpretation of chest x-rays; consequently, we in
cluded the variable "pleural effusion" in the evalua
tion of the PSI. The principal reason for the emergency 
department physicians' real-time documentation of 
their chest x-ray interpretations is to facilitate fast and 
successful communication with the radiologists. To 
determine whether a pleural effusion was present, we 
manually retrieved the emergency department phy
sician's chest x-ray fmdings from the emergency de
partment physician's free-text report. Discrepancies 
between the emergency department physician's ~ter
pretation of the chest x-ray and that of the radiologist 
were not considered, because the radiologist'S inter
pretation is not available during the patient's encoun
ter. 

Outcome Measures 

The risk class is the clinically relevant measure that 
provides the emergency department physician with 
objective information about the patient's risk of mor
tality. However, for evaluating the impact of data 
quality of the CPR on the PSI, we determined the dif
ferences for both the risk scores and the risk classes, 
because an aberrant value might influence the pa- . 
tient's risk score without changing the risk class. 

We assessed the data quality of the 20 PSI guideline 
variables along the two dimensions "availability" and 
"concordance." Availability is the proportion of obser
vations from the reference standard that were actually 
recorded in the CPR. Concordance is the proportion of 
observations that are identically recorded in the CPR 
and the reference standard. 

Because the emergency department created different 
standard sets of clinical variables that are required to 

be collected during a patient's encounter, we distin
guished between the availabilities of required and op
tional PSI variables. The standard sets depend on the 
patient's chief complaint and triage category. The tri
age category of patients with suspected pneumonia is 
commonly "nonurgent." For nonurgent patients, the 
standard set of variables required for computing the 
PSI includes age, gender, the current and past history, 
the current medication, the systolic blood pressure, 
the heart and respiratory rate, and the temperature. 
The standard data set covers 12 PSI variables that are 
required to be present. The remaining eight PSI vari
ables are not part of the standard data set and are, 
therefore, not required to be collected for every pneu
monia patient. For example, a blood gas analysis does 
not represent an indispensable test for the diagnosis 
or management of pneumonia. Accordingly, "arterial 
pH" represents an optional PSI variable that is not 
required to be collected. 

We quantified concordance for all variables of the PSI 
except "pleural effusion," because the data source for 
pleural effusion was identical for both the input vari
able and the reference standard. Concordance was as
sessed both when an individual patient was the unit 
of analysis and when all the variables were consid
ered as one complete set. To examine the discordant 
data elements in more detail, we determined the types 
of error and causes of error. To explore the types of 
error, we stratified the errors into four categories, 
which depend on the data format and the source of 
the variables-free text, coded data, laboratory data, 
and vital signs. To examine the causes of error, we 
stratified the errors into two categories. One category 
included errors that were attributable to the emer
gency department charting process, and one category 
contained errors that originated from the computer
ized evaluation of the PSI algorithm. For example, if 
the emergency department nurse did not record that 
the patient had congestive heart failure or renal dis
ease, the omission was categorized as an emergency 
department charting error. If the emergency depart
ment nurse misspelled a term, the error was catego
rized as a system error due to computerization of the 
PSI, because a parsing algorithm should be able to 
detect common misspellings. Distinguishing between 
different sources of errors means determining 
whether the errors are related to the actual comput
erization of the guideline or to the emergency de
partment charting process in general. For example, if 
emergency department physicians do not document 
the presence of a pleural effusion, the resulting error 
is unrelated to the computerization of the guideline. 
Determini.ng different sources of errors supports fu
ture efforts to improve the data quality for driving the 
PSI guideline. 
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F II u r 8 2 Analysis of risk classes. The chart shows pa
tients' true risk classes as derived from the reference 
standard. For each risk class, the number of patients 
with identical risk classes (dark shading) and the num
ber with different risk classes (light shading) are 
graphed. Solid triangles indicate the percentage of pa
tients assigned to different classes. A different risk class 
was derived from the CPR data for 20 patients (13.3 
percent). The proportion of misclassification was 
grea test in risk class 5. 

Results 

In the 17-month study period, 226 of 241 inpatients 
met the inclusion criteria. Of the 15 excluded patients, 
13 patients had a missing chief complaint, 1 patient 
was erroneously admitted to the emergency depart
ment without being seen by an emergency depart
ment physician, and 1 patient had both a missing 
chief complaint and was admitted erroneously to the 
emergency department instead of directly to the ward. 
The second chart audit revealed two discrepancies, 
when a coexisting disease was missed. The intrarater 
agreement for assessment of a patient's risk score was 
92 percent. 

The risk class computed for an individual patient 
from the CPR and from the Record was identical for 
196 patients (86.7 percent). Among the remaining 30 
patients (13.3 percent), the CPR-derived risk class was ' 
two risk classes lower for 1 patient (3 percent), one 
risk class lower for 22 patients (73 percent), and one 
risk class higher for 7 patients (20 percent). For one 
patient (3 percent), the CPR-derived risk class was the 
same because simultaneous errors (committed and 
omitted) equalized the two risk scores and the result
ing risk classes. Twenty (87 percent) of the 23 patients 
with a lower CPR-derived risk class were assigned 
risk class 3, 4, or 5. Figure 2 summarizes the overall 
misclassification of the CPR-derived risk class strati
fication. 
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Fill u r 8 3 Analysis of risk scores by risk class. The chart 
shows patients' true risk classes as derived from the ref
erence standard. For each risk dass, the number of pa
tients with identical risk scores (dark shading) and the 
number with different risk scores (light shading) are 
graphed. Solid triangles indicate the percentage of pa
tients assigned to different classes. An identical risk score 
was derived from the CPR data for 163 patients (72.1 
percent). In risk classes 4 and 5, the proportion of incor
rect scores was greatest. 

The risk score obtained from the CPR was identical 
for 163 patients (72.1 percent) and different for 63 pa
tients (27.9 percent). Of the 63 patients with a different 
risk score, the score was lower for 50 patients (79 per
cent), equal for 1 patient (3 percent), and higher for 
12 patients (19 percent). For the patient with an equal 
risk score, the points attributed to various errors re
sulted in an equivalent risk score. For patients who 
had a false risk score computed, a total of 78 errors 
occurred. A single error occurred for 52 patients, two 
errors for 8 patients, three errors for 2 patients, and 
four errors for 1 patient. Among 63 patients assigned 
risk class 3,4, or 5, errors affected the risk score of 55 
(87 percent) and accounted for 70 (90 percent) of all 
78 errors. Figure 3 summarizes the overall scoring er
rors of the CPR stratified by risk class. 

Among the 63 patients with a different risk score, a 
change of the risk class occurred for 29 (46 percent), 
of whom 6 patients had a higher risk class and 23 had 
a lower risk class derived from the CPR. For the re
maining 34 patients, the deviant risk score did not 
influence the risk class. Of the 29 patients with a dif
ferent CPR-derived risk class, 21 patients were in risk 
class 4 or 5. 

The average availability was 0.991 for the 12 PSI data 
elements that were part of the standard data set and 
were required to be present. The number of missing 
values and the availability for each required variable 



37 

62 ARONSKY, HAVG, Assessing Data Quality of a CPR 

Table 3 • 

Data Availability and Number of Missing Entries 
for Pneumonia Severity Index (PSI) Variables of 
the Standard Data Set for 226 Patients 

Characteristic Missing Values 

Age 0 
Gender 0 
Current history 1 
Past history 0 
Medication 6 
Heart rate 3 
Respiratory rate 1 
SystoUc blood pressure 4 
Temperature 3 

Average 

Data Availability 

1.000 
1.000 
0.996 
1.000 
0.973 
0.987 
0.996 
0.982 
0.987 
0.991 

NOTE: The nine required variables of the standard data set cover 
12 data elements of the PSI. 

Table 4 • 

Data Availability and Number of Missing Entries 
for Pneumonia Severity Index (PSI) Variables That 
Are Not Part of the Standard Data Set for 226 
Patients 

Characteristic 

Oxygen saturation 
Mental status 
Blood urea ni trogen 
Sodium 
Glucose 
Hematocrit 
Arterial pH 
Pleural effusion 

Average 

Missing Values 

23 
37 
14 
8 

14 
9 

84 
195 

Data Availability 

0.898 
0.836 
0.938 
0.965 
0.938 
0.960 
0.628 
0.137 
0.788 

NOT'S: Although the clinical parameters are needed for the eval
uation of the PSI, the variables are not obtained for every pneu
monia patient aa part of clinical care in the emergency depart
ment. 

are shown in Table 3. For the eight variables that were 
not part of the standard data set, the average avail
ability was 0.788 for the 226 patients. The number of 
missing values and the data availability are shown in 
Table 4. Arterial pH and pleural effusion were the var
iables with the lowest data availability (0.63 and 0.14, 
respectively). Blood gas analysis was not performed . 
for 84 patients, and the presence of a pleural effusion 
was noted for 31 patients. The data availability for the 
four optional PSI variables that were results of labo
ratory tests was 0.94 or higher. Missing data variables 
yielded an error in the risk scores of 17 patients (7.5 
percent). 

The concordance of data variables was assessed with
out the finding "pleural effusion." The average con
cordance for the remaining 19 PSI variables in the 226 
patients was 0.982 (4,216 concordant characteristics 

divided by the total number of 4,294 characteristics). 
For the 19 considered variables, the average number 
of concordant variables per patient was 18.65. 

Different risk scores originating from the free-text 
fields accO\.Ulted for 50 errors (64 percent), of which 
34 were attributed to the emergency department 
nurse charting and 16 to the parsing algorithm. The 
34 free-text errors occurred because a PSI-relevant co
existing disease was not charted for 22 patients, and 
~2 patients were not identified as coming from a nurs
ing home. The 16 errors caused by an imprecise pars
ing algorithm were due to misspellings for 3 patients, 
an incomplete and imperfect list of query tenns for 12 
patients, and the misspelling of a phrase that simul
taneously represented a missing query tenn for one 
patient. Different risk scores caused by errors in the 
coded data element ("mental status," "gender") ac
counted for 16 errors (21 percent), all of which were 
ascribed to "mental status" and none to "gender." All 
the errors in coded data were attributed to the emer
gency department nurse. One pathologic laboratory 
finding (1 percent) was missed because the patient 
failed outpatient treatment for pneumonia and was 
admitted to the hospital the following day with an 
abnormal blood urea nitrogen value. Because the pa
tient's type of encounter was converted from outpa
tient to inpatient registration, the abnormal blood 
urea nitrogen value was the second measurement for 
the patient's encounter. Among nine patients, there 
were 11 errors (14 percent) in the vital signs, of which 

~ r---------------------------------, 
35 

30 

r.! 25 

~ 20 
~ .... 
:: IS 

10 

o 
frco lext coded data laboratory vital siQIU 

data 

error categories 

F I II U r 8 4 Analysis of types of errors and their causes. 
The most prevalent type of error occurred in the free-text 
category and accounted for 64 percent of aU errors. The 
laboratory data had the most correct data. The cause of 
error was attributed to emergency department nurse 
charting (light shading) for 71 percent of errors and to 
system errors (dark shading) for the rest. 
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10 were atHbutable to the emergency department 
nurse and or.~ was caused by a rounding error. For 
six patients the emergency department nurse did not 
chart the oxygen saturation under room air condition, 
and for two patients no vital signs were charted, 
which accounted for four missing values. 

Errors attributable to emergency department nurse 
charting accounted for 77 percent of the total, and the 
remaining 23 percent were categorized as system er
rors. Figure 4 summarizes the type and cause of errors 
that resulted in a different PSI risk stratification. 

Discussion 

This study investigated the quality of data routinely 
available in the HELP System to drive the PSI guide
line in real time and to deliver decision support at the 
point of care. Although the PSI was developed follow
ing rigorous methodologic requirements,22,l1 the com
plexity remains high, jeopardizing its dissemination 
and implementation. Despite its complexity, the PSI 
algorithm fulfills the criteria for a successful comput
erization, including the presence of clear deftnitions 
of variables and a decidable algorithm. 28 However, a 
CPR that accommodates the PSI guideline should 
meet additional criteria, such as the presence of suf
ficient and routinely available data and a high level 
of data quality. 

We analyzed data quality from the clinical perspective 
on computerizing the severity index. The clinically 
relevant piece of information that is fmally presented 
to the clinician is the patient's risk class. An identical 
risk class was obtained from the CPR for 86.7 percent 
of patients. This result is encouraging. considering 
that the paper-based version of the guideline is too 
complex to be easily memorized, many data variables 
originate from nurse charting. no additional data en
try was required to achieve this level of data quality, 
and information from free-text fields was included. 
Presenting the CPR-available PSI information at the 
time of decision making enables clinicians to improve 
the accuracy of the risk class by correcting errors or 
adding missing information. 

The availability of the PSI variables included in the 
standard data set is sufficiently high to run the re
spective part of the PSI from the CPR. In one third of 
the 18 incomplete records, the emergency department 
nurse left the entry for IIcurrent medication" empty. 
The emergency department nurse is supposed to enter 
"none" in a free-text field if the patient does not re
port any pertinent information. A charting practice 
that leaves free-text fields blank introduces ambiguity 
in the interpretation, because it is not known whether 

the patient is actually not taking any medication or 
whether the emergency department nurse forgot to 
chart the information or even ask the patient for it. 

The interpretation of the data availability for the op
tional PSI variables is difficult because the data were 
evaluated retrospectively and were compared with in
formation in the patient's record. If the emergency de
partment physicians choose to apply the PSI guideline 
routinely, they would be required to obtain an oxygen 
saturation, laboratory data, and a blood gas analysis 
for every pneumonia patient who did not fall into the 
lowest risk class. In a prospective analysis of the PSI, 
we would predict that the data availability of the op
tional PSI variables would be even higher. 

The analysis of the risk score presents a different per
spective and is a direct result of the data quality. Al
though the average concordance of 0.98 for variables 
that are part of the standard data set appears to be 
high, the 78 errors considerably affected the risk 
scores. More than one quarter (27.9 percent) of the 
CPR-derived risk scores were different and under
estimated the real risk for most patients. The under
estimation of the CPR-derived risk score raises a 
problem for a computerized implementation. The cal
culated risk score might translate into a lower risk 
class, underestimating the patient's true risk of mor
tality. If the risk class is used as an admission crite
rion,21 risk classes that are too low mean that more 
patients are treated as outpatients when they actually 
should be admitted to the hospital. 

The most frequent errors occurred in the free-text cat
egory, and the most common cause of these errors was 
inaccurate nurse charting. Errors originating from the 
free-text fields might be reduced by applying a more 
sophisticated parsing algorithm, especially as natural 
language processing methods become available and 
are incorporated into CPRs. Free-text fields remain 
difficult to use in decision support systems. An alter
native approach to increasing data quality is to try to 
encode the terms that appear most frequently in the 
free-text fields. 

The interpretation of the risk scores, however, must 
be viewed in terms of the conservative approach of 
the study design. Of the 372 inpatients and outpa
tients who were diagnosed with pneumonia in the 
emergency department during the study period, we 
included only the 241 inpatients. In general, patients 
admitted to the hospital have more coexisting dis
eases and more abnormal fmdings than outpatients. 
To evaluate the PSI computerization, we focused on 
inpatients only, because outpatients present with few 
abnormal findings. The computerized records of in
patients provide more opportunities for the commis· 
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sion of errors in the computerization process than do 
the records of outpatients. 

It is surprising that all 20 variables needed to compute 
the PSI during a patienes encounter in the emergency 
department are available in electronic form which 
promotes an automation of the PSI. However, it is im
portant that all the variables of the PSI or of any other 
guideline are present in computable format and do 
not require additional data input. The emergency de
partment is a busy clinical setting for the implemen
tation of guidelines,4 emphasizing the importance of 
complete automation of the PSI. 

A limitation of this study is that one author performed 
both the CPR evaluation and the review of the pa
tient's Record. Ideally, persons blinded to the purpose 
of the study would carry out both the CPR evaluation 
and the review of Records. We attempted to minimize 
observer bias by standardizing the data collection 
with a self-coding data sheet and by performing a sec
ond chart audit of 10 percent of randomly selected 
patient Records. 

Another limitation concerns the vital signs. For clini
cal ease, the PSI dichotomizes the continuous values 
such as heart rate or oxygen saturation into normal 
and abnonnal values. Therefore, we determined 
whether the actual value was identical not on a con
tinuous scale but on a dichotomous scale. For exam
ple, a heart rate value was considered normal even if 
a data entry error occurred when the nurse incorrectly 
charted the rate at 60 beats/min instead of 80 beats/ 
min. The majority of data entry errors are impossible 
to detect because, in contrast to the nurse charting 
notes, the dictated reports do not contain a time stamp 
indicating when values were recorded. To resolve dis
crepancies between a normal value obtained from the 
CPR and an abnormal value obtained from the Rec
ord, the abnormal value was considered the correct 
one. We did not quantify data entry errors that may 
have occurred when values from both the CPR and 
the Record were normal. However, data entry errors 
seem not to be an important cause of incorrect data. 19 

To ease and promote its clinical application, the PSI . 
was simplified from a logistic regression to a scoring 
algorithm. Computerizing the PSI on the basis of the 
original logistic regression takes advantage of the 
computational power of a clinical information system 
and provides a probability and a 95 percent confi
dence interval. For clinicians, the probability may rep
resent a more precise and intuitive mortality measure 
than the less meaningful PSI risk class. 

The computerization of paper-based guidelines is de
sirable, because it assists health care providers with 
easily accessible decision support at the point and the 

time of care. The computerized representation of the 
validated and clinically useful PSI guideline supports 
the implementation and dissemination of the predic
tion rule. Although the paper-based PSI guideline has 
advantageous characteristics for an automation, suc
cessful clinical implementation depends on the avail- . 
ability of high-quality data. The level of data quality 
should be assessed prior to implementation, because 
identification of the sources of errors supports efforts 
to improve data capture and provide correct and com
plete data. Enabling clinicians to review and modify 
the data variables used to generate guideline sugges
tions represents a possible approach to achieving an 
accurate risk measure. This approach comes at the 
cost of additional data entry, however, and it remains 
uncertain whether clinicians are willing to trade ad
ditional data entry for a higher level of data quality 
in the CPR. Demonstrating a high level of data quality 
prior to guideline implementation increases the cred
ibility toward computer-generated guideline recom
mendations and ensures that clinicians can eliminate 
existing inaccuracies in the risk assessment with few 
corrections or additions. Only implementation of the 
PSI as an integrated computerized decision support 
tool will indicate whether the automated recommen
dations will influence the clinician's decision making. 

The authors thank Wendy Webber Chapman. Nathan C. Dean. 
MD. and Charles Lagor. MD. for helpful comments in the prep
aration of the manuscript. 
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5.1 Abstract 

Planning the clinical evaluation of a computerized decision support system requires 

an optimal strategy that unifies the different aspects of the clinical problem, the technical 

difficulties of software and hardware integration and in1plementation, the behavioral 

aspects of the targeted users, and the discipline of study design. Although clinical 

information systems are becoming more widely available, only a few decision support 

systems have been fOlmally evaluated in a clinical environment. Thus, detailed 

experiences about the difficulties in the clinical evaluation of a decision support system 

ren1ain scarce. We report a variety of important barriers that we \vere required to address 

while planning a clinical trial for the evaluation of an integrated, real tin1e decision 

support systen1 for the automatic identification of patients likely to have pneumonia in 

an emergency departn1ent. The challenges involved behavioral, logistical, economical, 

technical, clinical, and work flow issues, and influenced our decision making process in 

choosing an optin1al study design. In the absence of a true gold standard, \ve illustrate 

ho\v we created a credible and clinically acceptable reference standard for pneumonia 

with limited financial resources. For the creation of a reference standard, \ve describe the 

importance of recognizing verification bias and how introducing verification bias can be 

avoided. Finally, advantages and disadvantages of different study designs are explored 

\vith respect to the targeted users and the clinical setting. 

5.2 Introduction 

The developl11ent and evaluation of diagnostic decision support systems (DDSS) 

ren1ains an active and challenging area of research. Several DDSS have demonstrated 



43 

promising diagnostic performances in formal evaluations (1-4). Ho\vever, the mqjority 

of diagnostic systems have not been evaluated in a clinical environment. Others have 

been evaluated on a limited set of patients only. The few prospectively evaluated clinical 

systems \vere stand-alone systenls (3, 4) and \vere not integrated into clinical information 

systems. 

Stand-alone systems depend heavily on users to enter data. They generally include 

data elements that are not routinely documented in the clinical information system 

during a patient's encounter or are not captured in an easy computable fomlat. The 

litnitations caused by additional, sometimes redundant data entry and time constraints 

during a patient encounter prevent health care providers from applying the diagnostic 

information for routine patient care. 

Integrating a DDSS into an existing clinical information system and into the 

workflow of busy clinicians is desirable. Separate and redundant data entry can be 

reduced or elinlinated, and the delivery of DDSS information can be blended more easily 

into the clinician's workflow. Integration provides an opportunity to apply the diagnostic 

information for a variety of computerized clinical applications. For example, the 

diagnostic information nlight be applied to trigger disease specific guidelines 

automatically and independent of a physicians' initiation. Without an automatic 

detection process, identifying patients who are eligible for a disease specific guideline, 

either paper-based or computerized, remains the responsibility of the health care 

provider. The ilnplenlentation of computerized guidelines renlains a challenge, and 

integrated decision support systems might support the implementation efforts. Clinicians 

nlay consider autonlatically displayed guideline information more often when the 
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infornlation is readily available infornlation with little effort. Evaluating a paper-based 

guideline requires clinicians to spend additional time to complete the guideline form. 

The challenge of diagnostic accuracy exists for both stand-alone and integrated 

DDSSs. However, the clinical evaluation of an integrated DDSS creates ne\v challenges 

that do not exist or have less an influence in the evaluation of a stand-alone DDSS. 

Examples for challenges not present in the evaluation of stand alone systems include the 

data quality of a clinical infornlation system, the fonnat and timely availability of patient 

data, and the location and timing of delivering the DDSS infornlation. Recognizing the 

possible influential factors supports the decision making process in choosing an 

appropriate strategy for a clinical evaluation. Experiences in designing a study that 

prospectively evaluates an integrated real-time DDSS in a clinical setting are scarce. 

In this paper \ve describe the design for the prospective clinical evaluation of a real 

tinle, integrated DDSS for patients with conlmtmity-acquired pneumonia. First, we 

describe the clinical setting and the functional characteristics of the population based 

DDSS. 'rVe address the difficulties in establishing a clinically acceptable reference 

standard to detennine the system's overall accuracy and highlight the importance of 

recognizing the presence of verification bias. We illustrate the tradeoffs when choosing a 

clinical characteristic, such as a patient's chief complaint, as a preselection mechanism 

for increasing the number of patients having the target disease. We describe the 

advantages and disadvantages of different study design alternatives and discuss why 

certain decisions in the study design were considered preferable to other design options. 

We discuss how the expected behavior of the users, the clinical \vorkflow, and the 

planned intervention would have influenced different study designs. 
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We developed and implemented a pneumonia DDSS for use in the emergency 

department (ED) of LDS Hospital, a 520-bed university-affiliated tertiary care center in 

Salt Lake City, Utah (5, 6). Our main objective was to develop a real-tilne process that 

automatically identifies ED patients who present with findings suggestive of pneumonia. 

The system then triggers the computerized evaluation of a patient and disease specific 

pneumonia guideline. For this purpose the system consists of a diagnostic and a disease 

management component. The diagnostic component is based on a probabilistic algorithm 

(Bayesian network) that computes a probability of pneumonia. The disease management 

component consists of the Pneumonia Severity of Illness Index (PSI) which is computed 

for patients likely to have pneun10nia. The PSI calculates a risk score based on twenty 

routinely available, computer-charted variables in the ED and stratifies patients into five 

risk classes (7). The PSI risk classes can be applied to support clinicians in the admission 

decision (7, 8). 

To eliminate additional data entry and allow a high level of integration into the 

clinical information system the DDSS was developed with data elements that were 

routinely collected during the patient's ED encounter. In addition, almost all data 

elelnents required for the PSI were routinely captured and stored in our clinical 

information system. Prior to system implementation the accuracy of the PSI was 

assessed when data elements from the clinical information system were used and 

resulted in accurate risk class for 86 percent of admitted pneumonia patients (9). Taking 

advantage of routinely available data elen1ents in the clinical infom1ation systen1 allows 
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the decision support system to update and display the probability for pneumonia and the 

PSI risk class infom1ation in an unsolicited manner. Rather than leaving the 

responsibility of initiating the PSI calculation in the hands of busy clinicians, the DDSS 

identifies patients likely to have pneumonia and supports the automatic delivery of the 

PSI information at the point and time of care. 

The ED Inain screen displays a list of current ED patients and represents the most 

common entry point for charting and accessing patient information. In addition to basic 

patient infonnation, such as patient nan1es, vital signs, and the availability of laboratory 

values or dictated reports, a dedicated column provides space for the results of protocols 

(Figure 5.1). Displaying the pneumonia related information on the top level ED screen 

assures that the information is available and can be easily located and seen by clinicians. 

The clinical infonnation system provides the data elements and is used to display 

the pneumonia information. However, the ED staff men1bers are not able to exan1ine 

lnore detailed inforn1ation about the pneumonia probability or the PSI. More detailed 

information is available on a separate, dedicated computer in the ED. The computer 

gives ED physicians who are interested in the variables involved in calculating the 

pneumonia probability or the PSI, the opportunity to review, add, correct, or delete 

patient information. If the physicians make changes, the system immediately updates the 

probability and the risk mortality model reflecting the changes in the patient's findings. 

5.4 The Influence of Disease Prevalence 

The disease prevalence at the developing site directly influences the diagnostic 

characteristics of a decision aid (10, 11). The disease prevalence appears to influence the 
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positive and negative predictive values more than the sensitivity and the specificity (12). 

For clinical purposes the predictive values are nlore useful because they infonn the 

clinicians about the expected proportion of diseased patients when the test is positive (or 

negative). Although tests that are applied in low prevalence diseases can yield relatively 

high sensitivity and high specificity, the positive predictive value usually remains at a 

moderate leveL The moderate positive predictive value results from the heavily 

unbalanced distribution of the cell frequencies in a 2x2 contingency table. With 

decreasing disease prevalence the distribution in a 2x2 table becomes even more 

unbalanced. Table 5.1 illustrates ho\v disease prevalence influences the predictive values 

if sensitivity and specificity are kept constant. 

The prevalence of pneumonia in our ED population averages about 1.7 percent and 

fluctuates due to seasonal variations. During the winter months pneumonia affects 

patients more frequently, and the disease prevalence nlay substantially increase (2.7 

percent in our setting). During the summer months pneumonia is less frequently seen 

and the prevalence may be low (0.8 percent in our setting). It \vas our goal to develop a 

DDSS that operated sinlilarly to a screening test and would be able to identify 

pneunlonia patients from an unrestricted population, such as the entire ED population. 

Because we choose to develop a system that could be applied to an entire population, the 

disease prevalence \vas small and consequently a moderately lo\v predictive value for the 

DDSS was found during the development phase. The low predictive value of the DDSS 

had implications for displaying PSI guideline information. PSI information was expected 

to be displayed in many patients without pneumonia, but \vho had a disease with similar 

clinical presentation, such as acute bronchitis, congestive heart failure, or pulmonary 
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Table 5.1: Influence of Disease Prevalence on Test Characteristics with Constant 

Sensitivity (90%) and Specificity (75%). 

5.la Disease Prevalence 

disease 

present absent 

test pos 180 200 

test neg 20 600 

total 200 800 

pos predictive value 

neg predictive value 

20% 5.lb Disease Prevalence 

disease 

total present absent 

380 test pos 90 225 

620 test neg 10 675 

1000 total 100 900 

47.4% pos predictive value 

96.8% neg predictive value 

5.lc Disease Prevalence = 2 % 

disease 

total present absent 

315 test pos 18 245 

685 test neg 2 735 

1000 total 20 980 

28.6% pos predictive value 

98.5% neg predictive value 

total 

263 

737 

1000 

6.8% 

99.7% 



49 

embolism. We discussed the low positive predictive value with the ED physicians. For 

clinical purposes they considered the low positive predictive value acceptable, 

specifically as the DDSS information was displayed automatically and did not require 

additional data entry. The ED physicians preferred an automatic approach with lower 

predictive power to an approach that demonstrated higher predictive power but required 

data entry. 

5.5 The Influence of Preselection Criteria 

A possible method to increase the predictive value and reduce unnecessary 

infom1ation consists of using a prescreening factor that reduces the number of patients 

from the underlying population. Depending on the test characteristics, however, the 

lin1itation of eligible patients based on the prescreening factor might show no or even an 

opposite effect. If an increase in the positive predictive value is achieved, introducing a 

selection criterion n1ay come at the cost of selection bias, and the obtained results are 

limited to the prescreened subpopulation. Additionally, preselecting patients based on 

certain clinical criteria may limit the population to patients with typical findings of the 

disease. However, clinicians rarely need decision support for patients presenting with 

typical findings, but for patients with UnCOmlTIOn findings. 

Typical findings for pneun10nia patients include a respiratory complaint, fever, and 

cough. However, pneun10nia is a frequent disease in the elderly popUlation, and elderly 

patients often do not present with the typical findings (13). Elderly patients may not have 

a fever or a cough, but have a change in mental status, a syncopal episode, or general 

malaise. Other patients may complain about abdominal pain or a headache. The 



50 

diagnostic challenges occur in the patients with atypical findings, and clinicians might be 

expected to benefit from a DDSS most in these patients. 

To examine these effects we explored whether a preselection procedure used on the 

ED population based on the patient's chief complaint influences the positive predictive 

value of our system. The most frequent chief complaint in our historical data set was a 

respiratory symptom and accounted for 55 percent of all pneumonia patients. However, 

pneumonia patients may complain about numerous other chief complaints (Table 5.2). 

Eleven other chief complaints accounted for an additional 40 percent of pneunl0nia 

patients. The remaining 5 percent included an additional 14 chief complaints. 

Although a DDSS may perform extremely well in patients with the typical 

respiratory chief complaint, clinicians are usually not challenged and do not reqlllre 

computer support in nlany patients with typical findings. Preselecting patients based on 

the chief complaints did not increase the positive predictive value but had an opposite 

effect on the specificity and the negative predictive value of the DDSS (Table 5.3). We 

believed that the DDSS would change physicians' behavior more often in patients with 

uncommon and less frequent chief complaints such as abdominal pain, headache, or 

weakness. For patients presenting with the typical pneumonia findings, we assun1e that 

the busy ED physicians will focus on the PSI risk class rather than the pneUlnonia 

probability. 

5.6 Reference Standard and Verification Bias 

We developed the DDSS with historical data from more than 32,000 ED patients at 

LDS Hospital. For the DDSS development \ve identified pneumonia patients by ICD-9 
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Table 5.2: Chief Complaints for Pneumonia Patients 

Chief complaint 
Pneumonia patients all ED patients 

Abs% cum % abs 0/0 cum % 

Respiratory 54.70/0 54.70/0 10.40/0 10.40/0 

Fever 14.5% 69.20/0 3.4% 13.8% 

Chest pain 10.9%) 80.1% 14.10/0 27.9% 

Abdominal 3.0% 83.1% 8.1% 36.0% 

Neurological 2.4% 85.5% 4.90/0 40.9% 

Abdominal pain 2.2% 87.7% 18.10/0 58.9% 

Falls l.60/0 89.3% 8.60/0 67.6% 

Weak(ness) l.60/0 90.90/0 0.9%) 68.5% 

Body Aches l.40/0 92.40/0 0.8% 69.3% 

Temperature Related l.0% 93.4% 0.2% 69.50/0 

Cardiovascular l.00/0 94.40/0 3.1% 72.6% 

EarlNose/Throat l.00/0 95.40/0 3.2% 75.80/0 

Table 5.3: Using the Chief Complaint as a Preselection Criterion: Influence on Test 

Characteristics With a Constant Sensitivity of 95 Percent 

pneumonIa . positive negative 
. pneumonIa 

predictive predictive specificity patIents 
. I d d prevalence value value Inc u e 

most frequent 55% 10.4% 15.5% 98.8% 44.40/0 
chief complaint 
three most frequent 

80% 6.2% 14.8% 99.60/0 67.60/0 
chief complaints 
eight most frequent 

91 % 2.90/0 13.1% 99.80/0 83.10/0 
chief complaints 

all chief complaints 1000/0 l. 70/0 13.10/0 99.9% 90.7% 
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discharge diagnosis. We recognized that diagnostic infonnation obtained from claims 

data are known to be imperfect and imprecise for clinical purposes (14, 15). However, 

for the development of a population-based DDSS from a large clinical database, ICD-9 

codes were the most feasible and economical diagnostic information. For a clinical 

evaluation, however, the use of claims data is inferior. 

For the diagnosis of pneumonia, no objective definition, such as for the diagnosis 

of an acute myocardial infarction (4) exists. The most frequently applied definition for 

pneumonia is the presence of a clinical finding suggestive of pneumonia and the 

identification of a new infiltrate on the patient's chest x-ray during the patient's initial 

presentation (7). However, observer variation in physical examination and radiological 

interpretation occur (16, 17). A positive microbiology culture represents a strong 

indicator for the presence of pneumonia. However, a negative microbiology result does 

not indicate the absence of the disease, and the nlicrobiologic cause remains unknown in 

94.3 percent of outpatients and in 71.4 percent of inpatients (18). Even if more rigorous 

criteria, such as histologic lung tissue, are available, pathologists may disagree about the 

presence of pneumonia (19). In addition, several clinical situations may occur that 

confiml a pneumonia diagnosis, but do not meet the above criteria. For example, a 

pneunl0nic infiltrate may appear not on the day of presentation, but during the following 

day. Another example is that a pneumonic infiltrate in the lower lung lobes is diagnosed 

on an abdominal filnl or a chest computer tomogram. Clinicians may choose not to 

perfoml a chest x-ray for patients who have adequate radiological evidence for an 

infiltrate on a radiologic exam other than a chest x-ray. 
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Consequently, for the prospective clinical evaluation of the DDSS we were faced 

with two important problems. The first problem is well recognized and concerns the 

creation of a solid and credible reference standard for pneumonia. The second problem is 

less frequently recognized and addresses verification bias. 

The presence of a gold standard diagnosis forms the backbone for evaluating a 

DDSS. Specifically for a patient's diagnosis, the best available gold standard is 

definitely preferred, but may be difficult and expensive to obtain. In medical informatics 

adopting a "silver" reference standard that is feasible, economical, and ethical is 

sOlnetimes necessary (20). If the definition of a "silver" reference standard becomes 

necessary for the evaluation of a decision support system in a clinical setting, the 

standard should at least be clinically acceptable. However, for other diseases, such as 

pneunl0nia, the lack of objective criteria to establish the diagnosis is approximated by 

nlore subjective measures. Thus the creation of a reference standard for pneunl0nia 

includes subjective physicians' judgments. 

While planning the creation of an optinlal reference standard, evaluators have to be 

aware that the work-up for confirming the patient's diagnosis does not introduce 

verification bias. Verification bias occurs if a test or a criterion is applied to patients 

whose disease status will subsequently be confirmed by a gold standard procedure. 

Selecting patients for verification of disease status with respect to a positive test result 

only introduces bias. Patients with a negative test do not undergo the gold standard 

procedure and the true disease status remains unknown (21, 22). The disease status of all 

patients in the study population needs to be confirmed by the gold standard independent 

on the result of the test, because the final diagnosis is determined by the gold standard 
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procedure and remains unknown until the gold standard procedure is applied to all study 

patients. 

An example for verification bias is the work-up of patients suspected to have a 

pulmonary en1bolism. To assess the test characteristics of ventilatory-perfusion scans for 

identifying patients with a pulmonary embolism, pulmonary angiography was commonly 

used as the gold standard procedure to verify the disease status. Pulmonary angiography 

bears more risks for the patient than ventilatory-perfusion scans. If only patients \vith a 

positive ventilatory-perfusion scan undergo pulmonary angiography, verification bias is 

present, because not all patients have the chance of being submitted to the gold standard 

procedure, i.e., the disease status of patients with a negative ventilatory-perfusion scan 

are not verified and assun1ed to be negative. It is possible that a negative ventilatory

perfusion scan is a false negative result and pulmonary embolism is present, but the scan 

failed to detect the disease. These patients are classified as not having pulmonary 

embolisln, because their disease status is not verified by the pulmonary angiography, the 

chosen gold standard for pulmonary embolism. To avoid verification bias, all patients 

with suspected pulmonary embolism need to be submitted to both the test (ventilatory 

perfusion scan) and the gold standard (pultnonary angiography). In such a design, the 

test characteristics of ventilatory-perfusion scans can be detem1ined exactly and depend 

only on the quality of the gold standard to identify the true disease status of patients with 

puln10naryembolism. 

Verification bias may considerably influence the outcome measures by either 

inflating the sensitivity and deflating the specificity, or by showing an effect in the 

opposite direction. Verification bias can be avoided when patients are selected for the 
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gold standard procedure based on the disease and not on the outcome of the test. In 

studies with verification bias a correction procedure can be applied if underlying 

information about the selection procedure is known (21). In diseases with assured 

clinical manifestation (e.g., appendicitis), verification bias can be avoided by following 

up patients assumed negative. 

For the evaluation of the pneumonia DDSS, verification bias was initially present 

in a subtle way. In the historical data set, pneumonia patients were identified by applying 

lCD-9 codes. Accepting lCD-9 codes as a reference standard for the diagnosis of 

pneumonia has the advantage that every ED patient is assigned a diagnostic code. 

Having a code for all patients divides the popUlation into patients with and without 

pneumonia. Because every patient obtains the same work-up (in the form of lCD-9 

codes) verification bias is not present. However, as mentioned above, a \vell-documented 

disadvantage of lCD codes is the inaccuracy in the coding procedure. To improve the 

coding deficiencies, cases with an lCD-9 code of pneumonia could be submitted to 

physicians for an in depth revie\v. This approach, ho\vever, quietly introduces 

verification bias because not all ED patients have an equal chance to obtain the reference 

standard verification in the form of an in depth review. Specifically pneumonia patients 

\vith lCD-9 codes different fronl pneumonia would be completely missed. Verification 

bias is present because \ve would select patients based on the test (lCD-9 code) and not 

based on the patient's disease (pneumonia). The DDSS evaluation would yield an 

inaccurate sensitivity and specificity. In the historical data set, we used lCD-9 codes for 

identifying pneumonia patients. Consequently, verification bias existed and the obtained 

results have to be interpreted with caution. 
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Unconditionally revIewIng all ED patients during the study period avoids 

verification bias. However, 60 to 70 patients are treated in our ED daily and a detailed 

review of each patient's chart is uneconomical and unfeasible due to our limited 

financial and personal resources. Before performing the prospective study we sought a 

method that both controls effectively for verification bias and remains feasible to 

perform within the limits of our resources. We defined a three-step process that verified 

the disease status of ED patients. The first step applied five different criteria: (1) the 

patient's chief complaint, (2) the presence of a radiology chest exan1ination, (3) the 

patient's rCD admission and discharge codes, (4) a keyword search, and (5) the DDSS's 

computed pneumonia probability. Although we applied criteria that potentially introduce 

verification bias, the goal was not to identify patients with pneumonia, but to safely 

exclude patients who have only a very remote chance of pneumonia. It is highly 

improbable that a patient with pneumonia did not meet anyone of the five criteria. 

5.7 Creating a Reference Standard for Pneumonia 

The chief complaint is part of the triage assessment, and the ED nurses enter the 

chief complaint in a coded format in >98 percent of the patients. Based on the patients' 

chief complaints from our development data set we determined all the chief complaints 

about which at least one pneumonia patient had complained of. All ED patients with 

these chief complaints were included for second step. We included all ED patients \vho 

had a chest radiology exam performed, even if the patient's chief complaint did not 

occur in the historical data set. Furthermore we included all patients who had an admit or 

discharge rCD-9 diagnosis of pneumonia. Patients with a probability of more than one 
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percent, as computed by the DDSS, were also included. Finally we performed a key 

word search in the ED physicians' report, the admission report, and the discharge report, 

and included the patients who had the term "pneumonia" mentioned in any of the 

reports, specifically in any of the ED follow-up reports. Based on an analysis of our 

historical data set we estimated that up to 73 percent of the ED patients could be 

excluded based on the first step. The actual exclusion rate was slightly lower (66.7 

percent). 

In the second step, a group of five physicians read the ED physicians' reports and 

the radiologists' reports of the chest exams. The group included a second-year resident, 

two third-year residents, and two board certified internists. The reviewers did not know 

what criteria were applied to patients to be reviewed. The reviewer's task was to exclude 

patients who had no chance of pneumonia from further classification efforts. However, 

the physicians were instructed not to make a decision whether pneumonia was present. 

We estimated that the second step would reduce the number of patients to be reviewed in 

the third step by an additional 21.6 percent. The actual elimination rate in step two was 

25.6 percent. 

Patients who were considered to have any small remaining chance of pneumonia in 

the second step were thoroughly reviewed in the third step. The third step involved a 

review of the patient's chart and radiology exan1S by physicians who were board

certified in pulmonary and critical care medicine. At least two different physicians 

reviewed each patient's information. If the two reviewers disagreed, a third physician 

reviewed the case. The majority vote decided whether pneun10nia \vas present or absent. 

The reviewers not only differentiate whether pneumonia was present or absent, but 
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categorized the type of pneumonia according to established criteria (23). The types of 

pneumonIa included community-acquired pneumonia, hospital-acquired pneumonia, 

pneumonIa In an immuno-compromised patient, suspected aspiration pneumonIa, 

pneumonia due to tuberculosis, and postobstructive pneumonia due to malignancy. We 

estimated that about 5 percent of all study patients remained to be reviewed in the last 

step. Five percent represented about three times the number of expected pneumonia 

patients during the study period. The physicians reviewed 7.7 percent of the entire study 

population. A summary of estimated and actual rates is shown in Table 5.4. In the last 

step two reviewers agreed on the presence or absence of pneumonia in 89 percent (85 

percent estimated) of patients. The disagreement was resolved by the third reviewer in 

11 percent (15 percent estimated) of cases. This approach is an economical method to 

create a n1ajority vote without having all three reviewers judge all patients. 

In addition to assessing the absence or presence of pneumonia, step three reviewers 

were asked to judge whether the diagnosis made at the patient's initial ED encounter \vas 

"correct," "suspected," "missed," or "incorrect." The category "correct" was marked for 

patients \vhose ED diagnosis equaled the gold standard diagnosis. The category 

"suspected" was marked for the frequent situations in which a preliminary or working 

diagnosis, such as sepsis, fever of unkno\vn origin, acute exacerbation of bronchitis, or a 

change of mental status in an elderly patient, was established. Pneumonia was not the 

ED physician's final assesslnent, but it was considered in the differential diagnosis list 

and \vas expected to be assessed during further patient work-up. "Missed" or false 

negative pneumonias were defined for gold standard pneumonia cases that did not 

include pneumonia in the final ED diagnosis or among the ED physicians' differential 
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Table 5.4: Comparison Between Estimated and Actual Accrual Rates 

estimates 

absolute 

study patients 9300 

pneumonia patients 155 (1) 

patients / day 63 

study period 147 

physician review for reference standard: 
2500 

step two 
physician review for reference standard: 

490 
three 

(1) pneumonia diagnosis based on ICD-9 codes 
(2) pneumonia diagnosis based on clinical review 

percent 

1.70/0 

26.90/0 

5.30/0 

actual 

absolute percent 

10863 

273 (2) 2.5% 

70 

155 

3618 33.30/0 

838 7.70/0 
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diagnoses. "Incorrect" or false positive pneumonias included patients with an ED 

diagnosis of pneumonia whose gold standard diagnosis was not considered to be 

pneumonIa. 

In evaluation studies that apply a reference standard it is advisable to assess 

reliability (interrater agreement) and repeatability (intrarater agreement) (20, 24). The 

reliability of a reference standard increases as more physicians participate in the review 

process. Due to economical considerations and the involved reviewers' limited time the 

third step in the creation of our reference standard involved only two physicians. 

Because two physicians reviewed each patient and the third physician was involved for 

resolving disagreement, reliability may suffer. However, this approach is more 

economical and maintains the feasibility of establishing a majority vote for the disease of 

each patient. 

The physicians involved in establishing the reference standard were independent 

reviewers who were practicing medicine. No ED physician and no member of the 

development teanl were reviewers. Reviewers involved in step three were not involved 

in step two of the review process, and vice versa. All reviewers, except one, were from 

the hospital where the study was perfonned. Optimally, reviewers were blinded to the 

purpose of the study. We chose to infonn the reviewers about the general purpose of the 

study to nl0tivate thenl for the tedious and tinle-consunling task of reviewing charts. 

However, they were unaware of any details involving the development and the 

operational characteristics of the DDSS. Although it is desirable to conlpletely separate 

the tasks of the DDSS developers, the users, and the reviewers, it is frequently not 

practical. The financial resource allocated for the evaluation was US$ 25,000, of which 
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US$ 18,000 was spent for the review process alone. It is possible that the proposed 

three-step process \vill not identify the true disease status for all patients. However, we 

considered the chances of missing a pneumonia patient to be small, and the three-step 

process represents a balanced tradeoff between clinically acceptable disease verification, 

optimal resource allocation) and feasibility. 

5.8 Considerations for Selecting a Study Design 

The objective of the clinical evaluation was to evaluate the system's diagnostic 

performance and to test whether automatically providing physicians with computerized 

pneumonia infom1ation represented a feasible and successful approach to deliver 

guideline information. The outcome measure for assessing the system's overall 

diagnostic performance was the area under the receiver operating characteristic curve 

(25). Although assessing the overall diagnostic performance in a prospective study is 

desirable, the evaluation does not yield information whether the diagnostic data are 

valuable for clinical purposes. The value of a DDSS can be assessed by comparing the 

diagnostic performance of physicians with and without the system's information. 

Assuming that delivering pneumonia guideline information is only valuable if the 

information is available for the majority of pneumonia patients, we choose to 

concentrate on differences in diagnostic sensitivity between physicians with and without 

the system. Because ICD-9 codes were the only available diagnostic source and are 

inaccurate for clinical purposes, we realized that our estimates for planning the study 

were vague. We estinlated that physicians using the system would identify about 10-15 
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percent more pneumonia patients than without the system. The rough estimate was the 

basis for computing sample size, power, and the duration of the study. 

It is important to recognize that the system represents an approach to automatically 

provide physicians with PSI infom1ation. Even if the system identified the same patients 

as the physicians only, it might still be valuable because the physicians had access to 

guideline information, which they did not have previously. 

A variety of designs have been applied to evaluation studies in medical 

informatics; however, the reasons involved in preferring one study design to another 

have been rarely discussed. The interdisciplinary characteristics of decision aids and the 

variations in the clinical environment create specific challenges and unique barriers that 

influence the design of a clinical evaluation. For our study \ve considered a quasi

experimental design, an independent group comparison, and a mixed design. Here we 

discuss the strengths and weaknesses of each design emphasizing the behavioral, 

technical, economical, and statistical facets. 

5.8.1 Time-Series Design 

A quasi-experimental time-series design would compare the diagnostic accuracy 

for pneumonia during two successive time periods. During the first period the ED 

physicians would not have access to the DDSS infonnation, and the ED physicians' 

diagnostic characteristics would be compared against the reference standard. During the 

second period the DSS information would be available, and the diagnostic characteristics 

\vould again be compared with the reference standard. Although a quasi-experimental 
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design is powerful in detecting existing differences, there are potential threats to internal 

validity such as historical events or maturation (26). 

5.8.2 Multiple-Baseline Design 

A multiple baseline design, e.g., intervention off-on-off-on, IS a possible 

alternative, but at least doubles the study period. The "off' period between the two "on" 

periods should be long enough that the outcome nleasures approach the initial baseline. 

Differences in outcome measures between the "on" and the "off' periods shrink as the 

washout period is shortened. Smaller differences, however, make it more difficult to 

detect an effect even if it is actually present. In statistical terms, the probability of 

comn1itting a type two error increases. 

Sometimes the introduction of a DDSS results in a learning effect that represents 

an alternative explanation and weakens the outcome. Even \vhen concluding that the 

DSS had a measurable impact, it renlains unknown whether the DDSS itself or the focus 

on the disease, such as increased awareness, better documentation, or a possible 

Hawthorne effect, influenced the observed change. In summary, the control for possible 

confounding factors in time series designs is difficult and the causal relationship 

bet\veen the introduction of a DDSS and the observed change may remain. 

5.8.3 Parallel-Group Design 

In the traditional experimental or parallel-group design, ED physicians are 

randomly assigned to either the intervention or the comparison group. The random 

assignment of ED physicians to two different groups has the advantage of being less 
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vulnerable to threats of internal validity. However, the consequences of behavioral, 

logistical, and technical issues need to be addressed because they raise concerns about 

the ability to restrict the DDSS infonnation only to the physicians in the intervention 

group. Without being exhaustive \ve describe five possible problematic areas: 

• Sharing log-ins among clinicians due to inconsistent log-out practices: The ED 

nurses and physicians access the infonnation system for charting and reviewing 

patient data. Specifically the ED nurses spend considerable time interacting with the 

conlputer. Tem1inals are installed in every patient room and in the central working 

area of the ED. Up to 80 percent of the data processing tasks are perfonned in the 

central area even though the computer availability is limited to six tenninals. The ED 

staff does not consistently log out after using the computers although logging out is 

easy and accomplished \vith a single keystroke. If the ED staff does not log out, 

sessions stay alive until a time-out occurs or another user starts working on the 

terminal. In the latter case the follo\ving staff person may use the clinical infonnation 

system under a wrong user identifier. Shortening the time-out period may require the 

ED staff to tolerate multiple log-in operations to finish a single task. 

• Sharing experiences about the DDSS: Physicians share their experiences and discuss 

patients on a daily basis. ED physicians who have a partiCUlar good or bad 

experience with the DDSS may influence the attitude of the their colleagues. 

• Changing responsibility for patients: Due to shift changes more than one physician 

may take responsibility for a patient. If, however, the two physicians were assigned 

to different groups of the experilllent, it remains unclear whether the patient \vas 

diagnosed by a physician of the intervention or the comparison group. 
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• Attitude towards computers: Factors that are independent of the information 

presented by the DDSS, such as different preferences in or attitudes toward using 

computers in general might impact the evaluation. With only half of the ED 

physicians in the intervention group, the influence of individual attitudes grows. In 

our situation, the 12 ED physicians had a comparable amount of experience with the 

clinical information system. 

• Physicians' preferences: It is conceivable that physicians have a professional interest 

in distinct diseases or conditions such as surgical patients, patients with respiratory 

symptoms, or elderly patients. Although it is unknown whether the effect is present 

in our ED physician group, it may influence the number of pneumonia patients in 

one of the t\VO groups and represent a bias that is not controlled by randomization. 

5.8.4 Cross-Over Design 

Some of the above mentioned effects may be counterbalanced with a mixed design, 

or more specifically with a cross-over or split-plot design (27). Compared to a simple 

randomized design the cross-over design potentially increases the power of the study and 

may require a smaller sample size. The potential efficiency of the design is based on the 

within-subject rather than the between-subject observations used in the parallel-group 

design. The within-subject comparison may be more efficient if considerable variability 

between subjects exists. However, the crossover design has several drawbacks that may 

jeopardize the internal validity of the study. In our evaluation a major disadvantage to be 

considered was the presence of a carry-over effect that could obscure the presence of an 

effect. Similar to the repeated measures design introducing a washout period is a 
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countermeasure for carry-over effects. Due to the seasonal variation in pneumonia and 

the time limitation of the evaluation the cross-over design was not our primary choice. 

We finally chose a traditional experimental design that randomized patients rather 

than ED physicians into an intervention and a comparison group (28). Randomizing 

patients may circumvent problems involved in the physician cross-over or the 

experimental design with ED physician randomization. To achieve balanced sample 

sizes for the large number of ED patients during the study period we applied a block 

randomization with blocks of 12 consecutive ED patients. Each block had six patients in 

the intervention and six patients in the comparison group. The randomization was 

performed immediately after registration and before any data elements were available. 

Because at the time of randomization we did not know the patient's final diagnosis it was 

not feasible to randonlize pneumonia patients into intervention and comparison groups. 

The DDSS infornlation was displayed on the ED main screen where anyone with a 

legitimate log-in was able to observe the information. For the majority of ED patients the 

pneumonia probability remained below the probability threshold and was not displayed 

to avoid overloading ED physician with useless data. A character distinguished between 

patients in the intervention and comparison group (Figure 5.1). 

Displaying a patient's randomization status allowed the ED physicians to recognize 

whether pneumonia information might become available during a patient's ED 

encounter. Hiding a patient's randomization status produces an ambiguous situation and 

leaves roonl for two different interpretations. In the first situation, the patient is in the 

intervention group, but the probability threshold for pneumonia was not crossed. In the 

second situation, the patient is in the comparison group and no infomlation is displayed. 
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Figure 5.1: ED main screen. The ED main screen is the most common entry screen for 

reviewing and charting patient information. The patient names are accompanied by the 

main vital signs and the number of available laboratory (column "LAB") and dictated 

hospital reports (column "RPT"). Abnormal vital signs are flagged in the first column 

("@") and the respective values are displayed in a different color. The last column 

("PROTOCOLS") displays the pneumonia probability and the pneumonia severity 

index. For the evaluation study an "I" informed users that the patient was assigned to 

the intervention group in which DDSS information might become available during the 

patient's encounter. For patients assigned to the comparison group ("e") no 

information will be available even though the patient might have pneumonia and a 

high probability. For the patients currently in the ED the pneumonia information is 

available for one patient of the intervention group and shows a 77 percent probability 

of pneumonia and stratified the patient into the pneumonia risk class 2. 
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Displaying the patient's assigned randomization group resolves this ambiguity_ For 

example, absent DDSS information in an intervention group patient tells the ED 

physician that the probability threshold for pneumonia was not crossed. 

We chose the patients rather than the physicians as the unit of analysis and 

randomization. Choosing the patient as the unit of analysis might violate the 

independence assumption. The independence assumption requires attention in designs 

with a nested structure and addresses a possible correlation between the different 

hierarchical levels (29). The assumption is that establishing a diagnosis is independent of 

the ED physician and that there are no differences among ED physicians for n1aking the 

diagnosis. In our evaluation patients are nested in ED physicians, and the diagnostic 

ability of ED physicians in establishing a diagnosis of pneumonia may vary. Large 

differences in diagnostic ability among ED physicians may violate the independence 

assumption and result in an increased likelihood of committing a type I error. However, 

we did not expect large differences of diagnostic ability among ED physicians. In a 

situation where the independence assumption does not hold, hierarchical linear modeling 

techniques are able to account for related effects in nested designs, but were not 

available until recently (30). 

5.9 Discussion 

The demand for integrated decision support systems grows as an increasing 

number of hospitals depend on clinical information systems. To explore new algorithms 

stand-alone DDSSs will continue to be developed and evaluated in an artificial 

laboratory setting. However, to effectively support clinicians for routine patient care, 
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decision support systems need to be integrated into clinical infonnation systems and into 

the physicians' workflow. The evaluation of an integrated system challenges researchers 

because the characteristics of a clinical setting have an important influence on how the 

system is applied for the care of patients. The characteristics might be completely 

independent of the system and might relate to behavioral and psychological issues. 

We described the study design for the evaluation of a real-time, integrated decision 

support system. We illustrated that the clinical setting offers several interesting, but 

challenging factors. Existing challenges considerably influence the evaluation and are 

commonly not present in studies that evaluate systems in a more artificial setting. The 

complexity of a system's evaluation increases as the system moves through the phases of 

system development to routine clinical application. At higher levels of system 

implementation the behavioral factors of the targeted users and the logistical aspects of 

the clinical environment dominate the technical properties of developing and 

implementing a decision support system. The planning phase is a dynamic process and 

every study design involves tradeoffs. Some factors may have a considerable influence 

in one design, but are less influential in another. Many of the described aspects appeared 

over time during the planning phase. The design of the clinical evaluation for a decision 

support system remains a challenge, and evaluators have to be flexible enough to 

balance between feasibility, study design characteristics, statistical considerations, and 

limited financial and personnel resources. 

A clinical evaluation study depends on a fundaInental assumption concerning the 

behavioral aspects of users. The behavioral aspect of users can only be verified during or 

after the study period: Will ED physicians actually incorporate the unsolicited 
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information into their diagnostic decision process? Evaluators should not take it for 

granted that a decision support system is welcome and that the information IS 

automatically incorporated in the clinicians' reasonIng. If clinicians are required to 

change processes they are less willing to use the system. Clinicians may incorporate the 

system's output into their decision making more frequently if the system is highly 

integrated and delivers information in an unsolicited or easy accessible way. 

The eventual purpose of our DDSS is to detect pneumonia patients with high 

accuracy. If the DDSS accomplishes the diagnostic task, detected patients can be flagged 

in the clinical information system as pneumonia patients. Based on the pneumonia flag 

in the clinical information system patient and pneumonia specific protocols or guidelines 

can be evaluated automatically. Pneumonia guideline candidates that might benefit from 

a pneumonia flag in the clinical information system include vaccination guidelines (23), 

criteria for intensive care unit admission (24), or discharge criteria (25). 

Because Ollr study evaluated a new approach in a clinical setting we wished to find 

answers to simple questions. Will clinicians consider the provided information? Will the 

DSS influence the clinician's diagnostic accuracy? However, questions about changes in 

behavior and clinical in1pact on the patients' outcome are eventually of larger interest. 

Our evaluation study represents an intermediate step in the life cycle of a decision 

support system. As the system moves through the life cycle, further evaluation studies 

will be necessary to demonstrate a clinical in1pact. 
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6.1 Abstract 

Background: Bayesian networks are probabilistic systems that can be applied to 

diagnostic tasks. The autonlatic identification of pneumonia patients is such a diagnostic 

task. Identifying patients in real time using data routinely available in a clinical 

infonnation system can be used to automatically trigger computerized guidelines or 

predictive instruments during encounter. We report the prospective clinical validation of 

a real time Bayesian network for the automatic identification of pneumonia patients. 

Methods: A Bayesian network developed from 32,000 emergency department 

patients from a tertiary care hospital \-vas tested and optimized to identify patients likely 

to have pneumonia. Only data routinely available in our clinical infonnation system was 

used. During a 5-month period the Bayesian network was prospectively applied to all 

emergency departnlent patients 18 years and older. The Bayesian network computed and 

continuously updated a patient's probability of pneumonia during the encounters of 

10,828 patients (265 with pneumonia) in the emergency departnlent. Eight physicians not 

belonging to the emergency department or the development team established a gold 

standard for pneumonia. We evaluated the system's diagnostic perfonnance using the 

area under the receiver operating characteristic curve. 

Findings: The Bayesian network included 24 variables, 38 links, and 9,784 

conditional probabilities. The area under the receiver operating characteristic curve was 

0.942 (95 percent confidence interval: 0.927, 0.955). 

Interpretation: The application of an integrated Bayesian netvvork USIng patient 

info1111ation routinely available in a clinical infonnation system and during a patient's 
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emergency department encounter appears to be a feasible method for the real time, 

automatic identification of pneumonia patients. 

6.2 Introduction 

The clinical application of disease specific predictive instnlments and guidelines 

requires that the patient's disease status be known. Although diagnostic computer systems 

have a long tradition (1) and have shown renlarkable diagnostic performance (2-6), most 

are not practical for routine patient care because they are typically deployed as stand 

alone systems that require physicians to perform the time consuming and often redundant 

task of entering data. Clinical information systems are beconling the standard for 

capturing, storing, and reporting patient information. Although clinical information 

systems are rich data sources, most have not been applied for real-time diagnostic tasks. 

Virtually all conlputerized diagnostic systems are stand-alone systenls that require 

clinicians to enter the patient information available at that time. Attempts to apply 

routinely collected and available information from a clinical information system to 

determine the likelihood of a patient's disease state have 110t been made. Using routinely 

available information to automatically identify patients with a specific disease during the 

encounter might reduce or eliminate data entry by clinicians and avoid compromising the 

physician's time spent with the patient. This study validated a real time Bayesian network 

designed to automatically detect patients likely to have pneumonia in an emergency 

department population using only data routinely available in the clinical information 

system during the patient's encounter. 
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6.3 Methods 

6.3.1 Patient information 

The study was perfonned at the emergency department (ED) of LDS Hospital (Salt 

Lake City, Utah), a 425-bed tertiary care hospital. The ED uses a clinical infonnation 

system for capturing and reviewing patient infonnation. During the 5-month study 

period, between November 12, 1999, and April 15, 2000, we included all patients 18 

years and older with a computerized patient record. Follow-up encounters to the ED were 

not considered. 

6.3.2 Bayesian network 

Bayes' theorem for combining evidence and updating beliefs has a long history in 

nledicine (7). As stand-alone tools, simple Bayesian systems were applied to study 

diagnostic medical problems as early as 1961 (8). BNs are probabilistic models that 

represent the complex conditional dependencies between clinical findings, symptoms, 

and diseases (9). Each finding, synlptom, or disease is represented as a node, and nodes 

are connected through links modeling the dependencies among findings, symptoms, and 

diseases. A table containing the probabilities for each state conditioned on its parents is 

attached to the nodes. These conditional probabilities are used for revising the joint 

probability of a BN by applying Bayes' theorem. The conditional probability 

distributions for each node in the BN are estimated by domain experts or trained from 

large data sets. BNs account for missing information by using prior probability 

distributions when updating probabilities. In addition, BNs can be examined in detail and 
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used to determine the contribution of each finding and symptom to the disease 

probability. 

6.3.3 Design 

Objective Physicians remain responsible to identify patients eligible for a 

guideline, a manual task that limits guideline implementation. The goal of the BN was to 

automatically identify ED patients likely to have pneumonia. To realize complete 

automation the BN had to operate in real time and with no or minimal additional data 

entry from health care providers. For this reason we included only data variables 

routinely available during the patient's ED encounter. 

Development - To develop the BN we created a data set from our clinical 

information system. The data set included 72 variables from n10re than 32,000 ED 

patients at LDS hospital during a 17-month period (June 1996 - Noverrlber 1997) and 

included 498 pneumonia patients identified by primary ICD-9 discharge diagnoses (32.8, 

480 486; 518.81 or 518.82 with a pneumonia code in secondary position). We 

developed and evaluated more than 100 different BNs using the software Netica™ from 

Norsys®. We evaluated the different BNs with a 3-leave-1-outjackknife method. For the 

3 runs we calculated the average area under the receiver operating characteristic curve 

(ROC) to determine diagnostic accuracy (10). Bet\veen the time of BN development and 

clinical validation the ED clinical information system undetwent minor documentation 

changes, such as revising the list of codable chief complaints. Because minor changes in 

practice are typical for a clinical setting we did not attempt to account for the changes in 

the BN kno\ving that diagnostic accuracy might slightly suffer. 
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Prospective validation - For every patient in the ED the BN queried the clinical 

infonnation system for new data every 5 minutes during the patient's encounter. If new 

patient infonnation became available, the BN updated the pneumonia probability to 

reflect all available infonnation at that moment. Probability updating concluded at patient 

discharge yielding the final pneumonia probability for the evaluation. The BN \vas 

operational 98.9 percent during the study period; the system was inactive when the 

hospital network or the clinical infonnation system was do\vn. Both the Internal Review 

Boards of the study site hospital and the university approved the study. 

6.3.4 Final diagnosis 

There are no objective criteria for the diagnosis of pneumonia. To avoid verification 

bias (11) the disease status of all ED patients was considered with respect to the presence 

of pneUlTIonia. From all ED study patients \ve selected all patients who met at least one of 

the following cri teria: 

(1) patients with a chest radiology eXaITI (chest x-ray or tomogran1) perfonned 

during the ED encounter; 

(2) patients with pneumonia compatible chief complaints where a pneumonia 

compatible chief complaint was defined as any chief complaint that a 

pneumonia patient complained of in the 32,000 patient development set; 

(3) patients with a primary admit or discharge ICD-9 diagnosis of pneumonia; 

(4) patients with a BN calculated probability of 1 percent or higher; 

(5) patients \vith the term "pneumonia" in any dictated report (ED report, admission 

report, ED follow-up report, operation report, discharge summary). 
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If a patient did not meet any of the 5 criteria we considered the chances of pneumonia as 

extremely lo\v and, consequently, pneumonia to be absent in such patients. 

For patients meeting at least 1 of these criteria, 5 internal medicine physicians (1 

second-year resident, 2 third-year residents, and 2 board-certified internists) read the 

patients' ED reports and chest exam reports. Based on the reports the 5 review physicians 

were asked to select patients \vithout any evidence for pneumonia and to exclude these 

patients fronl further review. 

For patients determined to have a remaining chance of pneumonia, 3 physicians, 

board-certified in pUlmonary and critical care medicine, reviewed the patients' medical 

charts and chest x-rays. A radiological confirmed infiltrate within 48 hours of 

presentation and the presence of at least one finding suggestive of pneumonia (e.g. fever, 

shortness of breath, chest pain, cough, dyspnea, etc.) was required to establish a 

pneumonia diagnosis (12). The nlajority vote of the 3 reviewers determined the diagnosis 

of pneumonia. Majority vote was established by involving the third reviewer in cases 

where the other two reviewers disagreed. 

In patients determined to have pneumonia, reVIewers assessed the types of 

pneumonIa, which included community-acquired (including nursing home patients), 

hospital-acquired pneumonia, pneumonia in immuno-compromised patients, pneumonia 

in patients with evidence of Mycobacterium tuberculosis infection, and postobstructive 

pneumonia in bronchial malignancy (13). Additionally, reviewers determined the 

presence of aspiration pneumonia, but this diagnosis was not considered as pneumonia 

for the purpose of this study. No emergency department physician and no member of the 

BN development team was a physician revie\ver. 
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6.3.5 Statistical Analysis 

An ROC curve was created and the area under the ROC with 95 percent confidence 

intervals was computed using maximum likelihood estimation (14). The area under the 

ROC curve is an overall accuracy measure for the predictive po\ver of an instrument (10). 

As with any probabilistic predictive instrument distinct cutoff points can be chosen 

depending on the instrument's intended purpose. Because the BN's purpose is to 

automatically identify patients likely to have pneumonia and automatically trigger 

computerized guideline evaluation, we favored high sensitivity over high specificity. At 

95 percent and 90 percent sensitivity levels we detennined the respective specificity, 

positive and negative predictive values, and odds likelihood ratio, including 95 percent 

confidence intervals where appropriate. We applied the likelihood ratios to calculate a 

standardized test effectiveness statistic 8 (6, 15): 

8 = (~ 3 In) * ( In [ sensitivity II-specificity] + 

In [specificity II-sensitivity]) 

The statistic 8 is a nleasure of discriminatory power of a test and sums the log of the 

positive and the negative likelihood ratios scaled by the standard deviation of the logistic 

nonnal distribution (~ 3 In). 

6.4 Results 

The final, most parsimonious model included 24 variables, 38 conditional links, and 

9,784 conditional probabilities (Figure 6.1). The BN computed a pneumonia probability 

for 10,828 patients of whom 265 patients had a gold standard diagnosis of pneumonia. 
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Pain characteristic 
Order 
Interpretation 
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cont 72 to 74 0 

cont 74 to 76 0 
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cat 86 to 88 0 
88 to 90 100 
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cat 96 to 98 0 
98 to 100 0 

cat 89 ± 0.58 
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dich 

Figure 6.1: Most parsimonious Bayesian network structure. The node "Sp02" is instantiated reflecting the known 

evidence of oxygen saturation, the node "temperature" shows the prior probability distribution for all patients with the 

known oxygen saturation value, and "pneumonia" reflects the current belief for the disease state. Cont = continuous; cat 

categorical; dich = dichotomous. 
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The types of pneumonia were: 236 community-acquired, 15 hospital-acquired, 13 

pneumonia in immuno-suppressed patients, and 1 hospital-acquired in an immuno

suppressed patient. The pneumonia prevalence during the study period was 2.4 percent. 

Figure 6.2 shows the ROC curve for the prospective validation set. The area under 

the ROC curve was 0.942 (95 percent confidence interval: 0.927; 0.955). At a 90 percent 

sensitivity level the BN's specificity, positive and negative predictive values, and positive 

and negative likelihood ratios were 0.853 (95 percent confidence interval: 0.860; 0.846), 

0.133 (0.091; 0.175),0.9970 (0.9959; 0.9981), 6.10 and 0.12. At a 95 percent sensitivity 

level the BN's specificity, positive and negative predictive values, positive and negative 

likelihood ratios were 0.774 (95 percent confidence interval: 0.765; 0.783), 0.095 (0.06; 

0.131), 0.9984 (0.9976; 0.9993), 4.20 and 0.06. Figure 6.3 illustrates the test 

effectiveness statistic of the BN over the range of sensitivity/specificity values. The test 

effectiveness statistic was 2.17 at the 90 percent and 2.31 at the 95 percent sensitivity 

level. The results are summarized in Table 6.1. 

6.5 Discussion 

Diagnosing diseases with computer support has attracted investigators for a long 

time. Diagnostic systems have been developed that cover a broad range of diseases (2) or 

focus on a smaller, more focused area of n1edicine (3-6). These diagnostic systems, 

however, are not used for routine patient care. One reason is that these systems are stand

alone and lack integration with clinical information systems. With stand-alone systems 

clinicians are required to enter data and spend time interacting with the computer rather 

than the patient. Clinical information systenls are becoming widely available and 
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Table 6.1: Performance Characteristics of Bayesian Network (at fixed sensitivity levels) 

Positive Negative Positive Negative Test 
Sensitivity Specificity predictive predictive likelihood likelihood effectiveness 

value value ratio ratio statistic 

0.90 0.853 0.133 0.9970 6.10 0.12 2.17 

0.95 0.774 0.095 0.9984 4.20 0.06 2.31 
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routinely used for capturing and storing patient infom1ation. Linking decision support 

systems to clinical information systems has demonstrated measurable value in patient 

care (16). Decision support systems with a diagnostic task, however, have not been 

integrated with clinical information systems. 

The diagnostic performance of stand-alone systems has demonstrated considerable 

accuracy (2-6) and, on occasion, outperformed clinicians (6). The AUe of growing cell 

structure networks applied to the cytological diagnosis of breast carcinoma was 0.96 (17). 

In a comparative study for the diagnosis of acute cardiac ischemia the AUe of logistic 

regression was 0.905, of a classification tree model 0.861, and an artificial neural 

network 0.923 (18). The test effectiveness statistic of a prospectively validated artificial 

neural net\vork for the diagnosis of patients with anterior chest pain was 3.50 at a 96 

percent sensitivity level (6). Our BN had an Aue of 0.942 and a test effectiveness 

statistic of 2.31 at the 95 percent sensitivity level. Our system operated on an entire 

elnergency department popUlation, and the prevalence of the target disease was low (2.4 

percent). We did not restrict the BN's application to patients meeting specific chief 

complaints or clinical findings. In situations of low disease prevalence it becomes 

challenging to achieve high diagnostic accuracy. The BN functioned without requiring 

health care providers to enter additional data. This reduces the clinicians' time spent 

interacting with the computer. In view of the BN's characteristics we consider the 

diagnostic accuracy to be high and, thus, the BN may represent a practical and valuable 

tool for the automatic identification of patients with pneumonia. 

Our goal was to develop an application suitable for clinical use and to test whether 

data available from routine patient docun1entation can be utilized for a computerized 
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diagnostic task. The goal was not to compete with the diagnostic expertise of physicians, 

but instead to detect patients with a disease for whom disease specific guidelines and 

predictive instruments exist, but are not applied in clinical settings. 

A common objection of clinicians is the "black box" behavior of artificial neural 

networks, which camlot to give clinicians insight into the reasoning process. BNs can 

sho'w clinicians a trace of their probabilistic reasoning (Figure 6.4). This may represent 

an advantage over other statistical representations. However, it remains unknown whether 

the clinical application of mathematical models is more successful when the system can 

offer explanations. 

There are limitations to our study. For outpatients clinical information is limited to 

the data available during the ED encounter. It is conceivable that outpatients diagnosed 

with a respiratory illness other than pneumonia failed current treatment and had a follow

up visit at a different medical facility where they \vere diagnosed with pneumonia. We 

were unable to follow up on such patients. The quality of data captured in the clinical 

infoffilation system during a patient's clinical encounter may be questioned. The majority 

of patient information in clinical infonnation systems and in our system originates from 

the nurses taking care of patients. Clinicians might challenge the accuracy of patient 

information when such data are used for diagnostic purposes. However, these were the 

data available in our information system, and they allowed us to automate the 

identification process. We can only guess what the system's diagnostic performance 

\vould be if physicians entered patient data in the information system at the point of care. 

The development and the prospective validation have been performed at a single 

institution. How and what type of patient data are charted in the clinical infornlation 
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11:13 Prior probability .016 

1 DO 1129 Chief complaint Respiratory .124 

90 11:29 Current history Risk factors .088 

>-. 80 11:29 Past history Risk factors .17 
.:'!!::' 70 11:29 Current medication Risk factors .17 

:.0 60 11:29 Heart rate 108 .27 

til 50 11:29 Systolic BP 158 .132 
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e 30 11:29 Temperature 38.0 .207 
0.. 20 11:29 Oxygen saturation 92 .082 

10 11 :47 Abdominal exam Not distended .198 
0 11:47 Cough Non-productive .243 

11:47 Breath sounds Rales .59 
,... .- .... 12:00 CXR order Chest 2 Views .496 
.- ..... ..... 12:06 \I\A1ite blood count 21.4 .684 

12:18 Bands 3 .665 
time 12:24 Blood urea nitroqen 25 .776 
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06:12 Prior probability .016 
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ro 50 06:22 Respiratory rate 16 .068 

..0 40 06:22 Systolic BP 140 .051 :2 30 
0.. 20 06:22 Oxygen saturation 90 .031 

10 06:22 Temperature 35.5 .005 

0 06:33 Abdominal exam Not distended .005 
07:06 \I\A1ite blood count 12.4 .003 
07:06 CXRorder Chest 1 Vifffl .002 
07:17 Blood urea nitrggen 39 .001 

time 

Figure 6.4: Probabilistic reasoning of the Bayesian network: Course of probability 

during the encounter of a 77-year old patient with pneumonia and a 90-year old patient 

without pneumonia. The temporal availability, the clinical variable including its value 

and the resulting probability changes show the BN's ability to offer insight into the 

probabilistic reasoning. The BN allows a detailed examination of the impact of each 

clinical variable on the pneumonia probability. 
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system IS customized to a location. The site-specific characteristics of a clinical 

infoffilation system might influence the BN's behavior, and the BN's transportability to 

other sites remains to be demonstrated. 

Successful identification of patients with a real time diagnostic systenl can support 

guideline implementation efforts. Identifying patients eligible for a guideline remains a 

manual task involving the physician who wishes to apply a disease specific guideline. 

The placenlent of a pneunlonia flag in the patient's electronic record is another 

application of the automatic disease identification process. Usually the patient's diagnosis 

is not accessible in computable fOffilat until after the patient's discharge because the 

diagnosis remains concealed in free text reports, problem lists, or hand written progress 

notes (19). Marking a patient's electronic record can be used to initiate pneumonia 

guidelines and predictive instruments, such as the Pneumonia Severity of Illness Index 

(12), pneumonia vaccination guidelines, or discharge criteria. Indicating a patient's 

disease in the clinical information systems in computable and decidable fOffilat might 

ease and support the implementation of a variety of tools during the encounter of 

hospitalized patients. 

In conclusion, our data suggest that an integrated, real time BN can be, with a high 

level of accuracy, an effective instrument for automatically identifying patients likely to 

have pneumonia. The BN can be applied to initiate the evaluation of computerized 

guidelines and predictive instruments, a manual task commonly perfoffiled only by 

interested clinicians. 
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7.1 Discussion 

The objective of this project was to overcome the "behavioral bottleneck" that 

exists when clinicians are required to identify guideline eligible patients, initiate 

computerized guideline evaluation, and enter patient-specific infom1ation. In an attempt 

to master the "behavioral bottleneck" I developed a decision support system that was 

required to meet the following specifications: (1) identify pneumonia patients with high 

accuracy; (2) function in real time to allow the delivery of information during a patient's 

encounter; (3) operate without requiring health care providers to enter additional data. 

The development and implementation of decision support systems occurs in phases 

(1, 2). The first step involves the development and testing of a model in a laboratory 

setting. The last step involves clinical studies that demonstrate added value for health 

care, change in patient outcomes, and improved patient care. Optimally, an effect should 

be demonstrated in multicenter studies showing the system's transportability to other 

sites. 

A system that goes through all the phases will likely require several years of 

development, inlplementation, and evaluation. At any phase researchers should be 

prepared to go back to an earlier phase and make system modifications that are needed 

for successful implementation in a subsequent phase. In software engineering this process 

is a conlmon task necessary to design a successful, customer-oriented product. Releasing 

a new version of software is similar to a clinical study with the exception that the cycle of 

product improvement is several times faster for a commercial soft\vare product than for a 

medical decision support system. This might be one of several reasons why many 

promising decision support systems do not reach the stage of clinical evaluation. For the 



95 

clinical evaluation of decision support systems there are four fundamental questions to be 

addressed (3): 

(1) Will physicians use the system in a clinical setting? 

(2) Will the provided information alter decisions? 

(3) Will altered decisions result in a change of behavior? 

(4) Will the change of behavior lead to a change of patient outcomes? 

Fron1 a high level view, the decision support system described in this dissertation 

has to be considered as an early phase project that demonstrated the feasibility of the 

chosen approach. I showed that a diagnostic algorithm could be used to circumvent the 

"behavioral bottleneck" from a medical informatics viewpoint. The system could detect 

patients eligible for a disease specific guideline. The automatic identification process was 

used to initiate computerized guideline evaluation and provide clinicians with the 

respective recommendations in an unsolicited way. Although the chosen approach of 

detecting patients automatically appears to be feasible, it does not guarantee that we can 

master the "behavioral bottleneck" from a psychological viewpoint. 

Delivering infonnation in an automatic and unsolicited way does not necessarily 

mean that physicians will consider the information for patient care (4). In parallel with 

the clinical evaluation of the diagnostic component I examined whether displaying the 

pneumonia probability and the Pneumonia Severity of Illness risk class in an automatic 

and unsolicited way had an influence on the admission behavior of emergency physician. 

The prospective study randon1ized emergency departn1ent patients to an intervention and 

a comparison group. For patients in the intervention group pneumonia information was 

displayed while no information was available for patients in the comparison group. The 
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analyses showed no differences in admission behavior and suggest that the physicians 

n1ight have seen the information, but did not apply computerized pneumonia data for 

patient care. It remains unknown whether physicians resisted applying the severity index 

as a clinical risk assessment instrument or whether the computerized approach of 

automatic information delivery was ineffective. 

The function of the diagnostic system was not designed to challenge the physicians' 

diagnostic skills, but rather to support the computerized implementation and 

dissemination of the Pneumonia Severity of Illness Index. I chose the Pneumonia 

Severity of Illness Index as one representative tool among several available clinical 

guidelines or predictive instruments that were available for the care of pneumonia 

patients (5-8). There were both clinical and medical informatics reasons for choosing the 

Pneunlonia Severity of Illness Index. The clinical reason was that the severity index is a 

'well-studied tool meeting high quality recommendations for the development of 

predictive instrunlents. The medical informatics reason was that the severity index uses 

only variables that are routinely available during a patient's encounter and are, with one 

exception, available in computerized form in our clinical information system. 

The variable not available in computerized form, the presence or absence of a 

"pleural effusion," originated from the radiologist's chest x-ray interpretation, which was 

available in free text format only. The diagnostic system included variables that were 

available in coded and numerical format. Short free text phrases were also included, but 

the system did not have the ability to process information from free text reports, such as 

chest x-ray reports. Many pieces of clinical information are locked in free text reports and 

difficult to access and use for decision support systems. Natural language processing and 
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understanding methods could contribute to make information from free text reports 

available for computerized decision support systems. 

During the clinical evaluation of the diagnostic system a simultaneous, prospective 

study was performed that investigated the performance of a natural language 

understanding system for the real time, automatic identification of pneumonia patients 

from chest x-ray reports (9, 10). For emergency department patients whose chest x-ray 

reports became available during the encounter, the radiologist's dictated report was 

retrieved and submitted to the natural language processing system. A logical and 

interesting future project would consist of combining the pneumonia decision support 

system with a natural language processing system and testing whether the combination 

resulted in higher accuracy and more complete evaluation of the severity index. 

Alternatively, the radiologists' interpretation of chest x-rays often suggests that the 

radiology findings require clinical correlation. The information from the diagnostic 

decision support system and the natural language processing system might provide 

radiologists with clinical information in real time. 

Blending several tools together will allow researchers in medical informatics to 

better use information stored in clinical information systems. Clinical information 

systems can capture, store, and display patient information in a variety of formats, such 

as digital images, free text reports, numerical data, coded data, analog signals, or 

digitized voice. Combining and exploiting these data for creating more powerful and 

more sophisticated decision support systems will be an exciting but challenging area of 

research in medical informatics. 
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