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ABSTRACT 
The human observer is often the final judge of the qual­
ity of compressed images. One way to design a com­
pression system that attempts to reduce or eliminate 
subjective distortions in the coded images is to incor­
porate a perceptual threshold function model into the 
compression system. The perceptual threshold func­
tion describes the amount of quantization error that 
can be introduced into a particular component of the 
image without introducing any visual distortions. This 
paper describes an analytical approach for the determi­
nation of the perceptual threshold values for use in an 
arbitrary multichannel image compression system. Ex­
perimental results obtained from a compression system 
that incorporates the perceptual threshold function are 
also included in the paper. 

1. INTRODUCTION 

In many applications of image compression, the hu­
man observer is the final judge of the quality of the 
compressed images. In such situations, it is important 
to design image compression systems that attempt to 
reduce or eliminate subjective distortions in the coded 
images. This can be accomplished by using models of 
the human visual system in the compression scheme 
[3, 5, 11]. One approach to developing perceptually­
tuned image compression systems is to define a percep­
tual threshold associated with each component of the 
image, and then to design a system that constrains the 
quantization errors to fall below the levels suggested by 
the thresholds. If the thresholds are defined such that 
distortions with magnitudes smaller than the thresh­
olds are not visible to human viewers, the system per­
forms perceptually lossless image compression. 

This paper describes an analytical approach for de­
termining the perceptual threshold function (PTF) for 
use in an arbitrary multichannel image compression 
system such as sub band, wavelet transform, and dis­
crete cosine transform coders. In typical models of 
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PTFs [3, 5, 8, 11] a base perceptual threshold value 
is estimated for each channel. The base perceptual 
threshold for a given channel is the minimum strength 
of the components in that channel before human view­
ers can detect them. Additional corrections are then 
made for the threshold elevation caused by the pres­
ence of signals in the channels, as well as for the dif­
ferences in the detection thresholds due to variations 
of the local brightness values in the images. In previ­
ously available methods [3, 5, 11], the threshold values 
were determined by extensive empirical experimenta­
tion with human subjects. This is often time consum­
ing and tedious for the human observers and the sys­
tem designer. Our earlier work [8] derived an analytical 
model of the PTF for a particular type of image decom­
position. In this paper, we derive an analytical method 
for estimating the base threshold values and the thresh­
old elevation curves for arbitrary multichannel image 
decomposition and arbitrary viewing distances. 

2. THE PTF MODEL 

Our model estimates the perceptual threshold function 
at the location (x k, Yk) in the kth channel as 

where Tk represents the base perceptual threshold for 
the kth channel, EB(Xk, Yk) represents the threshold 
elevation due to the average luminance in the original 
image in a local neighborhood of the location (x k, Yk), 
and EM(Xk, Yk) represents the threshold elevation due 
to the energy in a neighborhood of the location (x k , Yk) 
in the kth channel. 

2.1. Base Threshold Values 

We find a single threshold for a each channel by project­
ing a model of the modulation transfer function (MTF) 
of the human visual system onto that channel. The 
modulation transfer function at a given frequency fp 



is the reciprocal of the perceptual detection threshold 
of a sinusoidal stimulus with frequency fp . Let Xk(f) 
represent the two-dimensional Fourier transform of the 
signal in the kth channel of the image decomposition. 
Here f is a two-dimensional spatial frequency vector. 
Also, let Hk(f) denote the frequency response of the 
kth filter in the synthesis bank of the multichannel de­
composition. The input Xk(f) is processed by the filter 
Hk(f), and the resulting output is summed with the 
output of the other channels to reconstruct the image. 

The base threshold values for the channels are es­
timated by first finding the coefficients Wk that mini­
mizes the cost function 

over all frequencies, where M(f) denotes the model of 
the MTF. This optimization problem seeks to find the 
coefficient Wk that represents the best constant approx­
imation to the MTF in the kth channel in the image 
decomposition. The base threshold value Tk for the kth 
channel is then estimated as 

1 
Tk= -. 

Wk 
(3) 

Let W = [Wl' W2, ... , WNV, where OT is the matrix 
transpose operation. It is straightforward to show that 

(4) 

where the ith element of the vector P is given by 

N 

Pi L J (lR{Xi(f)Hi(f)}lR{Xk(f)Hk(f)} 
k=1 

+ ~{Xi(f)Hi(f)}~{Xk(f)Hk(f)} )M(f)df, 

(5) 

and the (i, j)th element of the matrix R is given by 

Rij J (lR{Xi(f)Hi(f)}lR{Xj (f)Hj(f)) 

+ ~{Xi(f)Hi(f)}~{Xj(f)Hj(f)})df. (6) 

In the above expressions lR{·} and ~{.} denote the real 
part and imaginary part, respectively, of {.}. 

2.2. Brightness Correction 

The brightness correction factor makes the assump­
tion that the contrast for detection C is constant at 
all brightness levels of interest [2]. In other words, 

tl.l 
C= -- =kw 

lave 
(7) 
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where lave is the average intensity value in a local re­
gion, tl.l is the increase in intensity required for a just 
noticeable difference, and kw is a constant value. This 
relationship is often referred to as Weber's ratio. It is 
known that this relationship does not hold for all values 
of lave, but for the case of images displayed on a moni­
tor, this is a reasonable approximation. The brightness 
correction used in our model is 

where l(xk' Yk) is the average intensity in a local neigh­
borhood of the location (Xk' Yk), and lth is the average 
intensity at which the base thresholds were found. 

2.3. Masking Correction 

The presence of other frequency components in an im­
age will change the detection threshold of the frequency 
of interest. We will refer to the frequency of interest as 
the target frequency and the frequency of the interfer­
ing signal components as the masking frequency. The 
masking component must have significant contrast and 
be similar in frequency and orientation to the target 
frequency for it to increase the perceptual threshold of 
the target frequency. The threshold elevation is a func­
tion of the target frequency fT, the masking frequency 
fm, and the contrast of the masking frequency compo­
nent Cm [6]. We have ignored the small decrease in 
the threshold, a phenomenon known as facilitation [6], 
that has been observed when the masking contrast is 
relatively small. 

The threshold elevation is modeled as 

where J{ and d are constants. The correction factor 
Wo accounts for the dependence of the masking effect 
on the relative orientation of the frequency fm with 
respect to the frequency fT. Similarly, W m accounts for 
the dependence of the masking effect on the difference 
in the magnitudes of the two frequency components. 
The correction for the orientation difference between 
the two frequency vectors is modeled as a triangular 
function between a distance of ±300 [6] and is given by 

W (f ) - { 1- ~~lT); for tl.(fm,fT) < 300
, 

o m,T - . . 
0; otherWIse, 

(10) 
with tl.(fm,fT) = 1 L(fm)-L(fT)1 and L(f) = tan- 1

( ~). 
The correction for the distance between the frequency 
vectors is also modeled as a triangular function within 



±1 octave, and is given by 

for loge 1it) < loge 2), 

otherwise. 
(11) 

Equation (9) shows how the signal strength at a 
specific frequency effects the visibility of a signal at 
another frequency. Since the signal in any channel 
contains numerous frequency components, the model 
attempts to find a single value for the threshold ele­
vation caused by all the components in a particular 
channel. This may be done in a manner similar to the 
method employed for finding the base threshold values 
by projecting the function defined by (9) onto the chan­
nel of interest. This is accomplished by minimizing the 
cost function 

J J IXk(fT)Hk(fT)121(Te(Cm(fm),fm,fT)­

EM(Xk, Yk)12dfTdfm 
(12) 

with respect to EM(Xk, Yk). The contrast Cm(fm) is 
estimated from the local energy around (Xk' Yk) in the 
channel as 

(13) 

where lave is the local average intensity. For a given im­
age and decomposition or an assumed statistical model, 
we can find Xk(fm)H!;(fm). Minimizing the cost func­
tion (12) gives 

E ( ) f f IXk(fT )Hk(fT )1 2 
TedfmdfT 

MXk,Yk = ffIXk(fT)Hk(fT)1 2dfmdfT (14) 

In this model, we assumed the masking effects from 
other chaJ.lnels on the kth channel were negligible. This 
model can be extended in a straightforward manner to 
include these effects. 

3. MODEL VERIFICATION 

The model described in the previous section was 
verified two different approaches. In the first ap­
proach, we compared the analytically obtained thresh­
old values with empirically measured values. In the 
second approach, we incorporated the analytically de­
rived perceptual threshold function into a perceptually 
lossless compression system to check if the quantiza­
tion errors can be detected by human viewers. In both 
cases we employed a multichannel decomposition of the 
input images using a five-level wavelet transform and 
the 9-7 tap filters described in [1] for a viewing distance 
of six times the image height. 
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Band Level Band Analytical Empirical 
Num Num Type threshold threshold 

1 5 LL 2.5 2.5 
2 5 LH 2.5 2.5 
3 5 HL 2.5 2.5 
4 5 HH 2.5 2.3 
5 4 LH 2.4 2.1 
6 4 lIL 2.4 2.1 
7 4 HH 2.3 2.1 
8 3 LH 2.3 2.1 
9 3 ilL 2.3 2.1 
10 3 lIB II 2.1 2.1 
11 2 LII 2.4 2.5 
12 2 ilL 2.4 2.5 
13 2 lIB 2.5 3.2 
14 1 LH 4.2 3.8 
15 1 HL 4.2 3.8 
16 1 HH 7.3 7.6 

Table 1: The thresholds for a viewing distance of six 
times the image height by the theoretical and empirical 
methods. 

3.1. Analytical Versus Empirical Thresholds 

The perceptual threshold values were measured using 
psychophysical experiments. These experiments em­
ployed the "forced choice" paradigm. In these exper­
iments, the observers are shown two images displayed 
side by side on a monitor. The observers have to pick 
between the same two images several times in an exper­
iment. The image positions are randomly switched for 
each choice. If one image is chosen significantly more 
frequently than the other, the images are considered 
visually different. On the other haJ.ld, if neither image 
is chosen significantly more frequently, the images are 
considered perceptually identical. The psychophysical 
experiments were performed in a dimly lit room with 
reflections on the monitor minimized. In the experi­
ments to measure the base perceptual threshold, one 
of the images has constant value at all locations and 
the other image is a corrupted version of that image 
obtained by adding uniformly-distributed white noise 
in the range [-Ok, bk] to the kth channel. The parame­
ter Ok for which the difference between the two images 
was barely visible is the estimated threshold for the 
channel. 

Table 1 compares the theoretical values of the base 
thresholds obtained from our model and the experi­
mental results. To derive the thresholds using our 
model, the input Xk(f) for each chaJ.lnel was modeled 
as white and uniformly distributed noise. The numeri-
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Figure 1: Comparison between the analytical and em­
pirically derived change in intensity over intensity ver­
sus intensity for bri~;htness for subband HHl. 

cal integration technique used was the 4-5 Runge-Kutta 
method. The modulation transfer function used in the 
computations is related to the the closed form expres­
sion given by [7] 

M(Jp) = 2.6[0.0192 + 0.1l4Ip] exp( -(0. 114Ip) 1.1 ). 

(15) 

where Ip is the polar frequency Ip = J r; + I; and Ix 
and Iy are the frequency variables in cycles per degree 
in the x and y directions. In order to simplify the 
calculations, we used a separable approximation of (15) 
in our estimates. "VITe can see from the results of the 
table that there is reasonably good agreement between 
the analytically obtained values and the experimentally 
measured values of the base perceptual thresholds for 
the channels. 

The brightness correction factor was measured us­
ing similar experiments performed for different values 
of the mean gray level of the images. Due to time 
constraints, these experiments were performed on the 
highest frequency subband H HI and extrapolated to 
the other bands. The comparison between the experi­
mental and analytical brightness correction factors are 
shown in Figure 1. The graph shows the change in 
intensity divided by the average intensity value versus 
the average intensity value. For low average intensity 
values, the graph is much higher than predicted be­
cause of a saturation effect of the monitor used in the 
experiments. The experimental values for the rest of 
the graph are relatively close to the expected Weber's 
ratio of approximately 0.019 [9]. 

The threshold elevation due to energy in one chan­
nel masking the coefficients in the same channel was 
also found using forced choice experiments. In this 
case, the original image was corrupted with uniformly 
distributed white noise with a specified variance level 
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Figure 2: Comparison between the analytical threshold 
elevation and the empirically derived for subband HLl. 

injected in the channel. The second image was gen­
erated by adding uniformly distributed noise in the 
range [-17k, 17k] to the channel. The experimental re­
sults showed that the threshold elevation curves ex­
hibited an exponential relationship between the multi­
plicative factor of the threshold elevation and the en­
ergy in the subband. The comparison for one sub band 
is shown in Figure 2. The analytical obtained values of 
the threshold elevation are a close match to the thresh­
old elevation found by the empirical forced choice tech­
nique. 

3.2. Perceptually Lossless Image Compression 

We have made modifications to the set partitioning in 
hierarchical trees (SPIRT) algorithm [10] to allow the 
coding process to be guided by a model of the percep­
tual threshold function. The modifications allow the al­
gorithm to stop coding when all quantization errors are 
below the levels suggested by the perceptual threshold 
function. The modified SPIHT coder that incorporates 
the perceptual threshold function in the coding process 
is described in [4]. Both the local average values for the 
brightness correction and the variances for the masking 
elevation were found over a region twice the size of the 
plane of support of the wavelet filter. 

The results of compressing the commonly used Lena 
image is displayed in Figures 3 and 4. Figure 3 shows 
the test image which contains 512 x 512 pixels at 8 bits 
per pixel grayscale resolution. The perceptual thresh­
old model was derived for a viewing distance of six 
times the image height. The coding process requires 
0.56 bits per pixel to bring all the quantization errors 
to values below those suggested by our model. The 
compressed image is shown in Figure 4. We can see few 
if any distortions in this image when viewed from the 



Figure 3: Original Lena image. 

Figure 4: Lena image compressed to 0.56 bits/pixel 
using the modified SPIRT algorithm. 

appropriate distance implying that our model predicts 
the perceptual threshold function reasonably well. 

4. CONCLUSION 

This paper presented an analytical technique for mod­
eling the perceptual threshold function for arbitrary 
multichannel image decompositions. Deriving an ana­
lytical model such as the one described in this paper is 
important since the perceptual threshold function must 
otherwise be found using empirical techniques. The 
experiments conducted to verify the usefulness of the 
model presented in the paper showed that the thresh­
olds found empirically and those obtained using the an­
alytical techniques matched reasonably well. We have 
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compressed a large number of monochrome still im­
ages using the modified SPIRT algorithm. Perceptu­
ally lossless compression was achieved at bit rates in the 
range of 0.4 to 1.1 bits per pixel in our experiments. 
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