INTEGRATING STRUCTURED DATA ON THE WEB

by

Thanh Hoang Nguyen

A dissertation submitted to the faculty of
The University of Utah
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy
in

Computing

School of Computing
The University of Utah

May 2013



Copyright © Thanh Hoang Nguyen 2013

All Rights Reserved



The University of Utah Graduate School

STATEMENT OF DISSERTATION APPROVAL

The dissertation of Thanh Hoang Nguyen

has been approved by the following supervisory committee members:

Juliana Freire , Chair 10/15/2012
Date Approved
Suresh Venkatasubramanian , Member 9/28/2012
Date Approved
Claudio T. Silva , Member 10/15/2012
Date Approved
Renee J. Miller , Member 11/09/2012
Date Approved
Viviane Moreira , Member 10/29/2012
Date Approved
and by Alan Davis , Chair of
the Department of School of Computing

and by Charles A. Wight, Dean of The Graduate School.



ABSTRACT

The explosion of structured Web data (e.g., online databases, Wikipedia infoboxes) creates
many opportunities for integrating and querying these data that go far beyond the simple search
capabilities provided by search engines. Although much work has been devoted to data integration
in the database community, the Web brings new challenges: the Web-scale (e.g., the large and
growing volume of data) and the heterogeneity in Web data. Because there are so much data,
scalable techniques that require little or no manual intervention and that are robust to noisy data are
needed. In this dissertation, we propose a new and effective approach for matching Web-form
interfaces and for matching multilingual Wikipedia infoboxes. As a further step toward these
problems, we propose a general prudent schema-matching framework that matches a large number
of schemas effectively. Our comprehensive experiments for Web-form interfaces and Wikipedia
infoboxes show that it can enable on-the-fly, automatic integration of large collections of structured
Web data. Another problem we address in this dissertation is schema discovery. While existing
integration approaches assume that the relevant data sources and their schemas have been identified
in advance, schemas are not always available for structured Web data. Approaches exist that exploit
information in Wikipedia to discover the entity types and their associate schemas. However, due to
inconsistencies, sparseness, and noise from the community contribution, these approaches are error
prone and require substantial human intervention. Given the schema heterogeneity in Wikipedia
infoboxes, we developed a new approach that uses the structured information available in infoboxes
to cluster similar infoboxes and infer the schemata for entity types. Our approach is unsupervised
and resilient to the unpredictable skew in the entity class distribution. Our experiments, using over
one hundred thousand infoboxes extracted from Wikipedia, indicate that our approach is effective

and produces accurate schemata for Wikipedia entities.
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CHAPTER 1

INTRODUCTION

1.1  Motivation

There has been an explosion in the volume of structured data on the Web. The availability of
structured data (Figures 1.1 and 1.2) in online databases, product catalogs, or resources such as
Wikipedia, creates new opportunities for querying these data that go far beyond the simple search
capabilities provided by search engines. Recognizing this opportunity, several applications have
emerged that support complex queries over Web data. One can search for his or her dream car
(Figure 1.1), compare different laptop models (Figure 1.3), or pose trivia questions about your
favorite movies and celebrities (Figure 1.4). But unlike traditional databases, data on the Web
do not come with an explicit schema specifying the attributes and their types. In addition, data
published in different sites can differ in structure (e.g., they can have different implicit schemata)
and semantics. Consequently, to support complex, structured queries, substantial work is required

to extract and integrate the necessary information.

Figure 1.1: Information aggregators integrate information from multiple sources and provide a
unified interface that allows user to query this information. Using Yahoo! Autos, for example, users
can search for cars that are advertised all over the United States.



Bay Area Cities FILTERBY: Total Population v
Name v 2010 Total Population * 2000 Total Population $ 2000-2010 Change w
Alameda 7381 2 72259 *2.1%
Alamo CDP 14570 15626 *6.8%
Albany 18539 1G444 *12.7%
Alum Rock CDP 15536 13479 *15.3%
American Canyon 19454 9774 *99.0%
Angwin CDP 3051 3148 *3.1%
Antioch 102372 90532 *13.1%

(a)

(b)

Figure 1.2: Structured information on the Web is available not only in the Deep Web, hidden
behind Web-form interfaces, but it is also published on the Web surface as tables (a) and records
with implicit structure (b).
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Figure 1.3: To support faceted queries or to compare products advertised by different vendors,
product search engines must identify correspondences between the different schemata they use. For
example, for laptops, different terms are used to represent the CPU used (Chipset, Processor).

While there is extensive literature on the topic of data integration [88, 91, 55, 107, 52, 53, 93,
102, 106, 5, 38, 41], Web-scale integration tasks bring new challenges. Notably, structured data
on the Web are highly heterogeneous and noisy, and since there are many data sources, it is not
practical to rely on approaches that require well-defined schemata, clean data, or substantial manual
intervention. In this dissertation, we examine the problem of large-scale information integration.
We develop techniques and algorithms that automate, to a great extent, the integration of large col-
lections of structured data. More specifically, we address the following problems: schema-matching
for Web-forms [81, 80], discovery of entity types and relationships for Wikipedia infoboxes [82],

and multilingual schema-matching for Wikipedia infoboxes [79]. Compared to previous approaches



James Cameron

Directed by Born: Canada
Occupation:
Title: Avatar Di
Year: 2009 irector
Gross .
$237,000,000 Sam Worthington
Movie Starring N Born: England

Actor

Figure 1.4: The availability of structured information in the form of infoboxes makes it possible to
answer complex queries such as Find the titles andyears of movies directed by James Cameron that
grossed over 100 million dollars, whose stars were born in England.

to these problems, an important advantage of the techniques we have developed is that they are
automatic and follow a data-driven process that leverages the availability of a large number of data
sources to both discover (implicit) structure within the data as well as correspondences across data

sources.

1.2 Technical Contributions and Outline

Our main technical contributions are summarized as below:

» Matching Web-form Schemata (Chapter 2): We propose FormMatch, an effective and scal-
able approach for matching a large number of Web-form schemata. A form is modeled as
a set of elements. Given a set of Web-forms F = (Jn=1f in a given domain D, we aim to
identify all the correspondences (matches) among elements across forms f £ F, and group
them into clusters Ci = {C1,C2,...,Ck}, where each cluster contains only elements that share
the same meaning. FormMatch combines multiple sources of similarities in such a way
that the different sources reinforce each other. In addition, it prioritizes matches with the
highest confidence. It then uses the high-confidence matches to resolve ambiguities and
incrementally grow the set of final matches. This two-step process not only avoids error
propagation, but it also leads to a higher recall. The results of an extensive experimental
evaluation show that FormMatch obtains high matching accuracy even in the presence of
noise and rare attributes, outperforming other schema-matching approaches [53, 93] which

unlike FormMatch, require the forms to be preprocessed and attribute labels to be clean by



applying manual preprocessing for the data.

Multilingual schema-matching for Wikipedia infoboxes (Chapter 3): As a step towards
supporting multilingual queries over Wikipedia content, we propose WikiMatch, a new
approach that identifies mappings between attributes from infoboxes that come from pages
in different languages. Our approach finds mappings in a completely automated fashion.
Because it does not rely on supervised learning techniques, it is scalable: not only can it be
used to find mappings between many language pairs, but it is also effective for languages
that are underrepresented and lack sufficient training samples. Another important benefit
of our approach is that it does not depend on syntactic similarity between attribute names,
and thus, it can be applied to language pairs that have distinct morphologies. Similar to our
approach to Web-form schema-matching, WikiMatch combines multiple sources of similar-
ity to derive matches and it also prioritizes high-confidence matches. We have performed
an extensive experimental evaluation using a corpus consisting of pages in Portuguese,
Vietnamese, and English. The results show that not only does our approach obtain high
precision and recall, but it also outperforms state-of-the-art techniques. We also present
a case study which shows that the multilingual mappings we derive lead to substantial
improvements in answer quality and coverage for structured queries over Wikipedia content.
The PruSM matching framework (Chapter 4): While designing the techniques to match
Web-form interfaces (FormMatch) and multilingual schemata (WikiMatch), we have iden-
tified important features that are effective in the derivation of matches for large-scale Web
integration tasks. Although there are multiple sources of similarity, there is no single best
way to combine the similarities. In order to have at least one high-precision matcher,
we define comprehensive constraints that combine correlations with other similarities to
obtain high-confidence matches first and minimize propagation errors. We propose PruSM, a
prudent matching framework which generalizes both FormMatch and WikiMatch. We also
show how PruSM can be customized for different integration scenarios.

Organizing Wikipedia infoboxes (Chapter 5): Wikipedia has emerged as an important source
of structured information on the Web. However, while the success of Wikipedia can be
attributed in part to the simplicity of adding and modifying content, this has also created
challenges when it comes to using, querying, and integrating the information. Even though
authors are encouraged to select appropriate categories and provide infoboxes that follow
predefined templates, many do not follow the guidelines or follow them loosely. This leads
to undesirable effects, such as template duplication and schema heterogeneity. We propose

W IClust, a new approach that automatically clusters Wikipedia infoboxes to discover entity
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types and their relationships. WIClust does not require the number of types to be known in
advance, it is resilient to the high skew present in the data, and it is robust in the presence
of rare and optional attributes. Because the process is automated, it gracefully supports the
dynamic nature of Wikipedia, and since it relies only on the structure of the infoboxes, it
can be applied to infoboxes in different languages. We perform a detailed experimental
evaluation in three distinct domains, using over 107K infoboxes. The results show that
our clustering algorithm discovers meaningful entity types and derives high-quality clusters,
outperforming other clustering techniques in terms of both F-measure and cohesion. A
comparison between the types automatically discovered by our approach against the types
manually assigned to infoboxes in DBpedia shows that our approach is effective: not only
does it derive clusters that include the manually created types, but it also includes types that
are not covered by DBpedia. We present case studies that show how the results derived by

WIClust are useful to support complex and multilingual queries over Wikipedia.



CHAPTER 2

MATCHING WEB-FORM INTERFACES

2.1 Introduction

It is estimated there are millions of databases on the Web whose contents are hidden and are
only exposed on demand, as users fill out and submit Web-forms [69]. Several applications have
emerged which attempt to uncover hidden-Web information and make it more easily accessible,
including meta-searchers [47, 48], hidden-Web crawlers [12, 70], and Web information integration
systems [26, 55]. These applications face several challenges, from locating relevant forms [13],
determining their domains [15, 14], and understanding the semantics of the form elements [108,
77]. Consider, for example, meta-searchers and Web information integration systems that provide
access to multiple sites of the same domain through a unified query interface. To build this interface,
it is necessary to first solve the problem of Web-form schema-matching: Given a large set of Web-
forms, automatically identify the correspondences (or matches) among elements in these forms.

While there has been substantial work in the area of schema-matching [88, 91], new challenges
emerge for matching form schemata. The schemata are not explicitly defined and need to be
extracted from the HTML pages [108, 77], which can lead to errors being introduced. Also,
the data are highly heterogeneous—there is a wide variability in how forms are designed, even
within a well-defined domain. A number of approaches have been proposed for form schema-
matching [107, 52, 93, 102, 106]. However, these are based on the assumption that the input
for the matching step consists of clean schemata, which in practice, requires subtantial manual
intervention both to extract the correct labels from the HTML forms and to normalize these labels
(see details below). Consequently, these approaches are not effective for large collections of forms
where manual preprocessing is not practical.

To identify matches, an important step is to define how the similarity between attributes and
schemata should be computed. There are different sources of similarity that can be considered for
Web-forms, including the attribute names and their values, when present. However, combining
these different sources of similarity is challenging; no single strategy is uniformly good across
different domains or even for pairs of schemata, as Figure 2.1 illustrates. Different labels, including
labels with no syntactic similarity (e.g., make and manufacturers), are used to represent the same

concept, while syntactically similar labels (e.g., manufacturer and year of manufacture) are used
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Figure 2.1: Matching form schemata in the Auto domain. Different labels are used to represent the
same concept.

to represent different concepts. Besides labels, element values are another source of similarity
information that can be used to derive correspondences. However, similar to labels, they can lead to
mistakes. For example, price and mileage have similar values and yet represent different concepts.
In addition, there is significant variability in form layout. For example, as Figure 2.2 illustrates,
labels can be placed in many different positions: on top, in the bottom, to the left and to the right
of an element, and even inside a form element (e.g., internal values). This leads to difficulties
in automatically extracting labels for form elements [77]. As a result, automatic label extraction
invariably leads to errors which can negatively impact the matching process. Due to the variability
in form design and the errors introduced by label extraction, approaches that employ one individual
matcher or a fixed combination of matchers [55, 107, 69, 102] are likely to have low accuracy.
Statistical matching approaches [52, 53, 93] were proposed that take advantage of the availabil-
ity of a large number of forms. The key intuition behind these approaches is that attribute correlation
can provide a reliable source for similarity (and dissimilarity) information. For example, if two
attributes have high positive correlation (i.e., they often co-occur together in forms), they should
not be synonyms. Conversely, if their negative correlation is high, they may be synonyms. The
effectiveness of these approaches, however, depends on the availability of manually preprocessed,
clean form collection. As part of the preprocessing, they apply syntactic merging to normalize
labels. This includes the removal of stop words and supplement words. For example, please
select a make and make are merged. If done manually, syntactic merging is very labor-intensive.
Although label normalization can be automated, Dragut et al. [37] have shown that it can be

problematic—even simple stop word removal can lead to mistakes, as the following example shows.

Example 1. There are many linguistic variants for labels representing the concept Model in the
Auto search forms: Choose vehicle model example mustang, If so what is your model,
Please choose a vehicle, etc. While Model is usually an important term, it is not im-
portant in Model Year. Stop words can also be deceiving. While to is a stop word in fly to, it

also means destination when used in isolation in airfare search forms. [



Figure 2.2: Examples of web search interfaces illustrating the variability in form layout design.

Another limitation of these approaches comes from the fact that while correlation is an effective
measure for attributes that have high frequency in a form collection, it fails for rare attributes.
Consequently, statistical approaches ignore low-frequency attributes. This can be problematic and
resultin low coverage for the derived matches, since due to the high variability in the labels used, the
distribution of labels follows a Zipf-like distribution—few labels are frequent and many labels are
infrequent. We illustrated this in Figure 2.3, which shows the long tail label histogram in different
domains and datasets.

To address these challenges, we proposed FormMatch [81, 80], a form-matching strategy that
is resilient to noise and rare attributes which are commonplace in large form collections. As we
describe below, FormMatch prioritizes matches with high confidence by incorporating both syntactic
and latent information in an aggregated fashion, i.e., considering sets of elements. In addition, it
combines different similarity sources in a prudent way so that these features reinforce each other. By
doing so, FormMatch minimizes the propagation of matching errors. Last but not least, FormMatch
uses the initial, high-confidence matches to resolve uncertain ones, substantially increasing its recall.

We have evaluated FormMatch using 4,577 forms from multiple domains. Our experiments
show that FormMatch obtains high precision and recall without any manual preprocessing, has
higher accuracy (between 10% and 68%) than state-of-the-art matching approaches, and it is able

to reliably find matches for infrequent attributes.
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Figure 2.3: Label histogram for Auto, Airfare, and Book search forms

2.2 Problem Definition and Solution Overview
2.2.1 Problem Definition
Before defining the problem, let us take a look at the anatomy of a Web-form in Figure 2.4.
A Web-form F contains a set of elements E = {el,e2 en}. Each element ei is represented by a
tuple (li,Vi), where li is the label of ei (i.e., a textual description) and vi is a vector that contains a
list of possible domain values for ei. Since the term ordering is used differently for different labels
(e.g., vehicle year versus year of vehicle), we consider an element label | as a bag of terms
{t1,t2,..., tm} , where each term ti is associated a weight wi. For example, there are five elements in

Figure 2.4. The element labels of the form are Make, Model, Maximum price, Search within, and
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Figure 2.4: Components of Web-forms

Your zip;domain values for the element Model are {All, mdx, rdx, rl, tl, tsx}. The composite
label Your zip consists of two terms, and intuitively, zip is the most important term since it conveys
the meaning of the element. Thus, it should be associated with a higher weight than with Your.
The Web-form schema-matching problem can be stated as follows. Given a set of Web-forms F
in a domain D, the schema matching process identifies the set M of all the matches among elements
across forms. A match mi consists of a set of attributes or groups of attributes: mi= {gil ~ ... ~ giw},
where g is a group of attribute {ak}. For 1:1 matches, k = 1 and for complex matches, k > 1. From
M, we derive a set of clusters C = {C1,..., Cm}, where each cluster contains only elements that share

the same or similar meaning.

2.2.2 Solution Overview

The form-matching framework is illustrated in Figure 2.5. It consists of three components:
Aggregation, Matching Discovery, and Matching Growth. Given a set of form schemata, the Ag-
gregation module groups together similar attributes, divides and sends the set of frequent attributes
(S2) to the Matching Discovery module, and the set of infrequent attributes (S2) to the Matching
Growth module. Matching Discovery finds matches (both 1:1 and n:m) among frequent attributes.
These matches M, together with infrequent attributes S2, are used by Matching Growth to obtain
additional matches that include infrequent attributes.

By aggregating elements that have the same label, the Aggregation component can improve
value distribution and take the benefit of most common and available domain values to reduce
domain value sparseness. It is also fundamental for the next steps of FormMatch where measure-

ments are based on a set of elements (attribute correlations and domain-value similarity). Note that
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Figure 2.5: Prudent schema-matching framework

previous statistic matching approaches [52, 53, 93] require that forms be preprocessed to remove
irrelevant terms and simplify the labels. For instance, Search for book titles is simplified to
title. In contrast, FormMatch does not need to detect and remove domain-specific words (e.g.,
car, vehicle, auto, books) or generic search terms (e.g., select, choose, find, enter, please)
or modification terms (e.g., a range of, if so, what is your,...)

In order to determine matches, FormMatch leverages multiple sources of similarity, including
label similarity, value similarity, and attribute correlation (see Section 2.3.1). Because of the hetero-
geneity of Web-forms, these similarities are combined in a prudent way (Section 2.3.2). After the
Matching Discovery step where initial high-confidence matches are derived, FormMatch performs
the Matching Growth (MG) which finds additional matches for rare attributes. The FormMatch

algorithm is outlined in Algorithm 1.

2.3 Form Matching
2.3.1 Computing Similarities
Instead of computing the similarity for single elements, we compute the similarity for form
attributes which are composed of a set of elements. For each pair of attributes (ai,aj), we quantify
the similarity between them using three measures: label similarity, domain-value similarity, and
correlation. Below we describe these measures, their benefits and limitations and then we present

how to combine these measures.

2.3.1.1 Label Similarity
Because forms are designed for human consumption, labels are descriptive and are often an

important source for identifying similar elements. White space tokenizing serves as a good delimiter
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Algorithm 1 Form Matching
1 Input: Set of attributes A present in a set of forms F in domain D, configuration Conf, grouping
threshold Tg
Output: Set of attribute clusters {C1,...,C n} corresponding to the identified matches
begin
/*1. Aggregation */
Stem terms in labels
Aggregate elements that have the same label
Create set S1of frequent and S2 of infrequent attributes
/*2. Matching Discovery for frequent attributes*/
/* Compute the similarities for each pair of attributes */

EA A{S apyaq > ylsimpqydsimpqyXpayYpq} \apyaqg mS1}

while P = 0 do
Choose attribute pair < ap,aq > that have the highest Xpq
if validation(ap, ag),Conf then
M~ IntegrateMatches(ap,aq,M, Tg)
else
[*buffering uncertain matches*/
B” <ap,a. >
end if
Remove < ap,aq > from P
end while
/* Resolve uncertain matches in buffer B using IntegrateMatches */
M ~ IntegrateMatches(B, M)
/*3. Matching Growth for rare attributes*/
Create a set of clusters {C} according to M
Update ST F and compute new term weights
Use 1NN to assign rare attributes to the cluster of closest match
Cluster unmatched attributes by HAC and add them to {C}

BNSBRBRNREBocbREERBREBoo v s wn

in this case to extract terms from the form labels. Grams or camel-case could potentially be helpful
for form element names. However, we do not use element names because often, they are not
very descriptive and can be null. Most other form-matching methods also consider only the form
labels [52, 53, 93, 86].

Each term ti in the label has a different term weight wi. We define the label similarity between

two attributes (ai,aj) as the cosine distance [10] between the term vectors for their labels:
Isim(ai,aj) = cos(wi,wj) (2.1

where

cos(x,y) = N=IAJ (2.2)
V£=1x2VK =ly2

To capture the importance of terms, in addition to term frequency (TF), we also use the singular
token frequency (STF). The intuition behind STF comes from the fact that generic terms such

as "Please"”, "Select", "of", "available" usually have high frequency, since they appear in
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many composite labels (e.g., "select” appears in "Select a car make", "Select State", "Select
a model") but rarely appear alone. We use STF to distinguish between labels that frequently appear
alone and are thus likely to be important, and labels that only appear together with other labels—they
do not have a complete meaning by themselves and are thus unlikely to represent an important
concept. The term weight wi is computed in the equations below where TF and STF are computed

across the bag of all forms:

w(ti) = V TF(ti) *STFt) (2.3)
TF(.)=f - 24
(- Iiglfrqeq(ti) @4
17(1) = f i- -al
c rF &B = req{ti f?zgft?)r alone) 5

2.3.1.2 Domain-Value Similarity

To compute the domain similarity between two attributes, we first aggregate all the domain
values for each attribute. Given an attribute al, we build a vector that contains all occurrences of
values associated with the label | for al and their frequencies: Ml = Ui=1.n(vi : frequency). Given
two attributes ai and aj, the cosine distance (Equation 2.2) is then used to measure the similarity

between their corresponding value vectors:

dsim(ai,aj)=cos(Vi,Vj) (2.6)

Example 2. The aggregated values associated with attribute Make and Manufacture are, respec-
tively: V1={make:5, Honda:120, Toyota:150, Camry: 4}, \2={Honda:100, Toyota:50, manufac-
ture”}1. The similarity between them is dsim(al;a2) = cos(VL1 \V2) = 0.9. |

Domain values are a good source of similarity information. However, they are not always
available and their domain vector can be empty (e.g., the elements From or To in Figure 2.1 or Your

zip in Figure 2.4). Therefore, we consider them as supporting information to validate a match.

2.3.1.3 Correlation

By holistically and simultaneously analyzing a set of forms, we can leverage an implicit source
of similarity information: attribute correlation. Correlation is a statistical measure that indicates
the strength and direction of a linear relationship between two variables. For Web-forms, we

exploit the fact that synonym attributes are semantic alternatives and rarely co-occur in the same

Imake and manufacture are form labels which appear as the internal values in the selection list while Camry,
which is a car model, was an error resulting from the label extraction process
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form interface (push away)—they are negatively correlated (e.g., Make and Brand). On the other
hand, grouping attributes are semantic complements and often co-occur in the same form interfaces
(pull together)—they are positively correlated (e.g., First name and Last name, Departure date
and Return date). In the context of Web-forms, two correlation measures have been proposed:
H-measure [53] and X/Y measure [93]. For FormMatch, we use the latter, which was shown to be
better for Web-forms [93] and is defined as follows:

if ap,aq C form f

2.7
otherwise 2.7)

(2.8)

where Cp, Cq, and Cpq correspond to the number of schemata that contain attribute ap, aq, and
both of them, respectively. The matching score X captures negative correlation while the grouping
score Y captures positive correlation. Intuitively, X is high when ap, aq rarely co-occur in the same
schema (Cpq is small compared to Cp and Cq). In contrast, Y is high when ap, aq often co-occur in
the same schemata, (Cpq is close to Cp and Cq). We note that correlation is not always an accurate
measure, in particular, when insufficient instances (e.g., forms containing a specific attribute label)

are available.

2.3.2 Matching Discovery
2.3.2.1 Combining the Similarities
Although there are many similarity features, we argue that there is no single best way to combine

similarity for different domains, or even pairs of schemata, as illustrated in the following example.

Example 3. As shown in Figure 2.6, mileage and price sometimes have a similar value range,
using domain values can result in an incorrect matching between attributes. On the other hand,
if only label similarity is considered, an incorrect match can be derived for model and model
year because they share a term that is important in the collection. Co-occurrence statistics can
also be useful to identify mappings; for example, by observing that make and manufacturer
co-occur with a similar set of attributes but rarely co-occur together, it is possible to infer that
they are synonym attributes. However, when used in isolation, attribute correlation can lead to
an incorrect match between make with many other rare attributes like Budget, Original listing
price range. In particular, correlation matching scores can be artificially high for rare attributes
that are commonplace for Web-forms, since rare attributes seldom co-occur with (all) other

attributes. ]
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Figure 2.6: There is no single best way to combine similarity for different domains

Combining these similarities to have a uniformly good result is hard. There is a great variability
in how forms are designed: several variations of labels or even elements with no apparent similarity
(i.e., they are synonym attributes) are used to represent the same concept while elements with similar
labels or values might be different, which makes it difficult to identify the correspondences. Further,
the importance of these features varies not only from form to form, but also from domain to domain.
Additionally, although dsim is often effective, many of the elements do not have any associated
domain values e.g., zip, departure from, isbn (72% of the elements in Book domain do not have

any associated domain values). Thus, using a fixed combination is ineffective.

2.3.2.2 Prudent Matcher

We propose a systematic method that uses high-level rules to combine different similarity mea-
sures. This is important for the Matching Discovery (MD) step, where we want to prioritize matches
with high confidence first to minimize the propagation of matching errors. Later, this set of matches
is extended incrementally.

We combine the above similarities using a prudent matcher. For Web-forms, a prudent matcher
is a configuration that consists of a set of constraints over correlation score, label similarity, and
value similarity. We perform match validation: a match is valid if X(ap,aq) > TiVaicking SGore AND
[dsim(ap,aq) > Tdsim OR Isim(ap,aq) > Tisim] (line 14, Algorithm 1). The goal of Prudent Matcher
is to identify high-confidence matches. We define singular matchers as corresponding to the above
features: label similarity, domain-value similarity, and correlation. Although these features are
super-features, i.e., features obtained at the level of sets of elements, using them in isolation is
insufficient and leads to error propagation. However, we observe that correlation can be effective if
prudently combined and reinforced with additional evidence, such as strong label or value similarity.
The combination rule ensures that even if two attributes ap and ag have a high correlation score, a
match will be derived only if additional evidence is available. The prudent matcher is simple yet
powerful because it can incorporate both visible and latent information at a high level of a set of

elements. The thresholds can be manually set or learned. This combination of constraints helps filter
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Algorithm 2 IntegrateMatches
1 Input: a candidate attribute pair or list of candidate attribute pairs < ap,aq >, current matches M,
grouping threshold Tg
Output: updated set of matches M
begin
if neither ap nor agappears G M then then
M~ M+ {ap~ aqg}
else if only one of ap and agappears in M then
[* suppose ap appears in mj and aq does not */
if For each a G mj, s.t.Xqg > 0 then
mj ~ mj+ (~{aq})
else if Bgjk Gmj s.t. Xgx > 0 Vax G gjxx=k
and Yok > Tgyak Ggjk then
gik ™ gjk+ {aq}
end if
end if
end

EERE BoovwoosowN

out many negative errors and minimize their propagation errors. An alternative for this combination
is a weighted summation, which is not sufficient for Web-forms. Although domain value similarity
itself is often sufficient, many attributes do not have any domain values associated with them. In
such a case, the domain similarity is zero does not mean they are different. As shown later, we have
the experiments that study the problem of threshold stability. The prudent matcher and the prudent

matching framework will be generalized in Chapter 4.

2.3.2.3 Integrate Matches

Only prudent matches are considered to be integrated by IntegrateMatches to construct a set of
confident matches M = {mj}, where each mj comprises a set of grouping attributes i.e., mj = [gj\ ~
.. ~ gjw}. In Algorithm 2, by iteratively considering the highest negatively correlated attribute
pairs, it decides whether the attributes will originate a new match, be ignored, or be integrated into
an existing match as a new match element or a group element. If attribute ap and aq do not exist in
M, they are considered to be a completely new match (line 5). If either of them appears in an existing
match mj, the remainder will be checked to become a new match element or a group element in mj.
The idea is to test the negative correlations between all attributes of a match to see whether it is
possible to integrate the attributes in question into the existing matches as a new match element
(line 9). If attributes that match to the same set of other attributes have a higher positive correlation
than Tg, they will become a group element in a match (line 11). A nice property of IntegrateMatches
is that it gradually merges negatively-correlated attributes together and groups positively-correlated
attributes while, at the same time, it pushes away non-negatively-correlated ones. The algorithm is

illustrated in the example below:
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Example 4. Consider the set of input schemata and their associated frequency F in Table 2.1.
Table 2.1 shows attribute pairs that have high matching scores (the normalized matching score
is greater than 0.2). The column Note shows the outcome of the prudent matcher: F stands
for Fail (fail the prudent test), P for Pass, and B for Buffering (uncertain match). Initially,
mo ={make/model ~ make}. By iteratively integrating confident matches, i.e., the P pairs (pair
number 2, 3, 4, 6, 8, 10, 11, 14 and 19), the derived matching result includes m0 = {make/model
~<make, model> ~<select make, select model>}, ml = {price ~ vehicle price}, m2 =

{zip ~ zip code}, m3= {within ~ distance}. [

Example 5. Given the schemata as in Table 2.1, because X(Make, Distance) >X (Within,
Distance), the incorrect correspondence between Make and Distance (the first pair) will elimi-
nate the chance of matching Distance and Within (the 19th pair) because there is no correspon-
dence between Make and Within (they co-occur in the interface S5). The next incorrect pair is
the 5th pair between (Select make, price). Because Make is not matched with Price (co-occur

in S2), the connection of the 6th pair between Make and Select make cannot be established. =

We note that, by identifying high confident matches, FormMatch can avoid a potentially large

number of incorrect matches and its consequent errors. As illustrated in Example 5 and Figure 2.7,

using pairs that fail to perform validation (line 14, Algorithm1) can lead to incorrect decisions: if

a bad decision is made in an early step, it will not be corrected and negatively effect the following

steps.

Table 2.1: Example of input schemata and their attribute pairs

#  Schema F
1 make/model(mm);zip;distance(dis);price(pr) 15
2 make(mk); model(md); price 20
3 select make(smk);model;distance;zip;vehicle price(vpr) 6
4 select make;select model(smd);distance;zip;vehicle price 4
5  make, within, zip code(zc), vehicle price 3
6  make; select model; zip 2
# X Pair Note # X Pair Note
1 125  mk_dis F n 428 mm_smd P

2 9.51 mm_md P 12 276 zc_pr B

3 9.47  pr_vpr P 13 276  within_pr F

4 9.37 mm_mk P 14 27 zip_zc P

5 7.77  smk_pr F 15 27 zip_within B

6 7.14  smk_mk P 16 268 zcmd B

7 6.96 mm_vpr F 17 2.68 withinmd F

8 6 mm_smk P 18 2.67 zc_dis B

9 512  pr_smd F 19 2.67 within_dis P
10 487 md_smd P 20 25 zC_mm B
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Figure 2.7: No validation can lead to incorrect matchings and consequent errors

The IntegrateMatches algorithm is adopted from [93] but using the prudent constraints to avoid
error propagation. This algorithm is also similar to the Center clustering algorithm [51] where the
attribute pairs are sorted by the similarity scores and are scanned linearly. If an attribute is not
covered, this attribute and other uncovered attributes that have similarity higher than a threshold
will be added as a new cluster. The difference between the IntegrateMatches and Center algorithm
is that IntegrateMatches is more prudent by requiring every attribute pair inside a cluster to satisfy
the constraints. In contrast, Center algorithm is looser and more sensitive to the ordering. Since
the validation cannot be totally guaranteed, imperfect ordering and looser constraints may lead to
propagation errors, especially when the attribute under consideration is a rare attribute.

The last step in MD is to resolve uncertain but potential matches in the buffer B (line 23,
Algorithm1). By buffering and revising uncertain matches, we can take the advantage of having ex-
tra constraints from certain matches to reconcile less certain matches. We apply the IntegrateMatch
algorithm again to resolve each uncertain pair. It is worth performing this relaxation to consider less
certain matches because the domain values sometimes are too coarse, contain no values, or cannot
be extracted correctly, leading to a low similarity between them.

Table 2.2 illustrates matches discovered in the Matching Discovery step for the FFC Auto

domain. These matches will serve as basic seeds for the Matching Growth step.

Table 2.2: Example of matches discovered in the Matching Discovery step for FFC Auto

select make model r make, model r select model, select make
year r select year r year range r select rang of model year
price r pricerang r price rang is

zip r zip code

valid email rr email

type  body style

search within r distance

mile  mileage
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2.3.3 Matching Growth
After the Matching Discovery step where initial high-confidence matches are derived, FormMatch
performs the Matching Growth (MG) step, which finds additional matches for rare attributes.
First of all, based on certain matches discovered in the MD phase, the algorithm first updates
the STF frequency values to obtain more accurate weights for important terms. Identifying anchor
terms that are representative of a domain (e.g., "year", "make", "model" for the auto domain) is

very helpful for Matching Growth, where greater variability is present in attribute labels.

Example 6. Assuming we discovered the following match in the Matching Discovery step:
year(44) ~ select year(15) ~ year range(16), we can infer that this match contains two
supplement terms select and range. Using this discovered match, we can update the weight
of the term year and downgrade the weight of the terms select and range by updating the

frequency of the term year from 44 to 75. ]

To assign different rare attributes to the cluster of the most similar frequent attributes that
we discovered, we use 1-Nearest-Neighbor Clustering [24]. By exploiting the form context and
checking the list of matched and unmatched elements of each form, we ensure that two elements
in the same form cannot be in the same cluster (namely, the co-location constraint). Examples of
additional matches derived by 1NN in Auto domain include price up to ~ price, price range in
euro ~ price range, model example mustang ~ model, approximate mileage ~ mileage, color
of corvett ~ color, if so, what's your trade year ~ year.

Without preprocessing, attribute fragmentation can affect the quality of the correlation and make
the correlation scores between attributes lower. In particular, attribute fragmentation happens when

attributes co-occur with different sets of attributes that belong to the same concept.

Example 7. Let S be a small set of schemas S={{A,C\], {A,C\,D}, {B1,C2}, {B1}, {B2,C1}}.
Assuming attributes Bi and B2belong to concept B, Cland C2belong to concept C, the matching
score of A and B1 is consequently lower than the matching score of A and B. For example,

X(A,B)=1.2 while X(A,B1)=1. n

Because of validation, we can afford to use a low matching score. However, attribute fragmenta-
tion can affect the quality of correlation, leading to incorrect ordering. For example, we encountered
the following scenario in Airfare domain: The correlation score X(departure date, return on) is
greater than X(departure date, leave on). In this case, domain values do not help because they
are similar—they all contain values corresponding to months and days. To address this problem, we

use attribute proximity information to break ties and find a finer resolution for complex matches. In
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this case, the match {departure date, return date} ~ {return, depart} ~ {return on, leave
on} can be re-ordered as {departure date, return date} ~ {depart, return} ~ {leave on,
return on}, and then be broken into clusters of {departure date, depart, leave on}and {return
date, return, return on}.

Finally, for the remaining unmatched attributes, we run a HAC algorithm (Hierarchical Ag-
glomerative Clustering) [72] to group similar attributes into new clusters and add them to the set
of matches. For example, HAC derives and adds the following new clusters: {within one month,
within one week, within hour}, {dealer list, dealer name, omit dealer list}, etc.

The Matching Growth is summarized in Algorithm 1 from lines 24 to 28. As shown in the

experimental evaluation, Matching Growth helps improve the final recall significantly.

2.4 Experimental Evaluation
2.4.1 dataset and Evaluation Metrics
2.4.1.1 dataset

We have evaluated FormMatch using two public datasets that consist of Web-forms in multiple
domains. One of the datasets was manually created and curated; thus, it is small and clean (TEL82),
while the other is a large, heterogeneous collection of forms automatically gathered by a focused
crawler [13] and automatically classified into different domains (FFC3). As shown in Figure 2.3,
there is a wide variability in the frequency distribution of these labels. In particular, there is a
large number of rare attributes, especially in the longer and lower tail of FFC. The labels in TELS8
dataset were manually extracted. The labels in the FFC dataset were extracted both manually and
automatically. In particular, FFC2 is the bigger dataset where labels were automatically extracted
by a label extraction program [77]. Table 2.3(b) shows information about the dataset, including
number of forms, number of form elements, and number of attributes (e.g., sets of element with the
same name). We also show the number of elements that do not have any values associated with
them. Notably, 72% of elements in the Book domains have an empty value. The last row shows the
estimated extraction accuracy in different domains.

In the experiment, we compare FormMatch against previous form-matching approaches [53, 93].
Since HSM [93] outperformed DCM [53], we compare FormMatch against HSM over the TELS
and FFC datasets, on 4,577 Web-forms with 33,061 form elements. FormMatch does not require
manual preprocessing, and it is also impossible to apply syntactic merging in real datasets with a

large number of Web-forms. Without syntactic merging, the attributes are often fragmented and

Zhttp://metaquerier.cs.uiuc.edu/repository

3nttp:/vwwv.deeppeep.org
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Table 2.3: Experimental hidden-Web domains

(a) TELS
Domain #Forms #Elements
Auto 98 533
Airfare 49 334
Book 68 403
Hotel 46 281
CarRental 25 191
(b) FFC
. FFC1 FFC2
Domain . .
Auto Airfare Book Auto2 Airfare2 Book2
# Forms 136 66 109 2150 851 1290
# Elements 811 745 997 10944 10220 10155
# Attributes 290 162 484 1863 918 2698
% Non-DV Ele 0.39 0.37 0.72 0.44 0.34 0.72
LX Accuracy 1 1 1 0.90 0.84 0.88
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thus, in order to have a better coverage for the attributes, we used a low frequency threshold Tc=5%.

We reimplement HSM and used the labels as they are—no syntactic merging was applied.

2.4.1.2 Evaluation Metrics

To evaluate the effectiveness of PruSM, we use precision, recall, and F-measure. Precision can

be seen as a measure of fidelity, whereas recall is a measure of completeness. F-measure is the

harmonic mean between precision and recall—a perfect F-measure has value 1. Given a match mj,

which corresponds to a class i (a class corresponds to a concept), precision and recall are defined as:

Pr(mj)

Re(mj)

ni

(2.9)

(2.10)

where nij is the number of elements of class i in match mj, nj is the number of elements in mj,

and ni is the number of members of class i. As there are many matches, we measure the average

precision, recall, and F-measure according to the sizes of each match.

Pr(M)

m

£ M i* Pr(mi)

m

Rc(M) = £ M i* Rc(mi)

F —measure(M) =

2 *Pr(M) *Rc(M)

Pr(M) + Rc(M)

where \M\ is the total number of elements present in all matches.

(2.11)

(2.12)

(2.13)
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In addition to F-measure, for each match, we compute the cluster entropy according to the
probability pij that a member of cluster j belongs to class i.

Entropy(mj) = - £ pu*logpj (2.14)
i

The total entropy is the sum of the entropy values for all clusters, weighted by the size of each

cluster. Intuitively, the more homogeneous are the clusters, the lower is the entropy.

2.4.2 Effectiveness of FormMatch

Figure 2.8 shows the resulting accuracy values of HSM and FormMatch where the FormMatch
matching process is split into MD and MG, to show the accuracy obtained in the different phases.
HSM has lower accuracy because we use the labels as they are. In particular, HSM has low accuracy
in heterogeneous domains like FFC-Book and higher accuracy in ‘clean’ domains like TEL8-Book.
For both datasets, and in all domains, the precision, recall, and F-measure values of FormMatch are
higher than those for HSM. The gains in F-measure of FormMatch compared to HSM vary between
10% and 39% in TELS, and between 38% and 68% in FFC1. Smaller improvements are observed
in clean domains, where HSM is expected to perform well. While the gains in precision can be
attributed to the prudent matching process, the gains in recall come mostly from the Matching

Growth phase, which finds additional matches for rare attributes.
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Figure 2.8: Effectiveness of FormMatch versus HSM on TEL8 and FFC1_Man dataset
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2.4.2.1 Comparing Different Combinations

We evaluate the effectiveness of the prudent matcher by comparing it against other matchers,
including individual matchers (correlation, Isim, dsim), combinations of different matchers like a
linear combination of Isim and dsim (Avg2) or Isim, dsim, and correlation(Avg3), or the maximum
value among them (Max2, Max3). Figure 2.9 shows that the prudent matcher obtains substantially
higher precision than the others, which is the most important goal in MD that we want to obtain.

Another possible comparison is to learn the matcher combination, which we leave as future work.

2.4.2.2 Syntactic Merging

We followed the strategy adopted in [53] and manually created a list with generic search-related
terms that are present in labels (e.g., “search”, “enter”,“page”, etc. ), as well as domain-specific
ones (e.g., “book”, “movie”, “vehicle”, etc. ). We then ran FormMatch and HSM on two variations
ofthe datasets: the original version (raw), and a syntactic merging version where the terms in the list
were removed from the element labels (clean). While there was no significant change in F-measure
and entropy for FormMatch in the presence or absence of these words (Figure 2.10), there was an

increase in F-measure and decrease in entropy for HSM on the clean data (Figure 2.11).

2.4.3 Threshold Sensitivity
Besides leading to high-accuracy matches, the prudent matcher also makes FormMatch robust to
a variation of the correlation threshold. Figure 2.12 shows the sensitivity of the Matching Discovery
to different correlation thresholds, obtained by using the correlation matcher e.g., without validation
(Figure 2.12(a)) and by using the prudent matcher e.g., with validation (Figure 2.12(b)). As we
observe, when the (normalized) correlation threshold increases, the precision increases but recall

decreases. When the correlation threshold is lower (from 0.05 to 0.35), the precision is very low
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Figure 2.9: Different combination strategies in MD
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Figure 2.10: PruSM performance with raw and clean data

(less than 60%). To obtain an acceptable precision, the correlation threshold must be very high
(greater than 0.5), but this also leads to a substantial reduction in recall. On the other hand, when
the prudent matcher is used (Figure 2.12(b)), the precision is high even with a very low and wide
variation of correlation threshold (from 0.05 to 0.55) and therefore, we can obtain decent values of
recall. With decent ranges of label similarity threshold and value similarity threshold, the prudent
matcher is very effective and robust to a wide range of correlation threshold. In the experiment of

FormMatch, we chose label similarity threshold 0.75 and value similarity threshold 0.5.

2.4.4 Large Dataset with Automatic Label Extraction
Figure 2.13 shows the effectiveness of FormMatch on the large dataset with automatic label
extraction (FFC2LX). HSM has lower accuracy because we use the labels as they are and in the
case of nonpreprocessing, the correlation signal by itself can mislead the matching process and

lead to propagation errors. On the other hand, the prudent matcher helps avoid a large number
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Figure 2.11: HSM performance with raw and clean data

of incorrect matches and its subsequent propagation to obtain high precision, a key requirement
for Matching Discovery. The FormMatch matching process is split into Matching Discovery and
Matching Growth. We can observe the effectiveness of Matching Growth on the large dataset,
where the precision decreases slightly and recall increases significantly from 11% to 43%.

Figure 2.14 shows the effectiveness of FormMatch on different datasets: small dataset with
manual label extraction (FFC1), small dataset with automatic label extraction (FFC1LX), large
dataset with automatic label extraction (FFC2LX). The F-measure of FormMatch decreases for
FFC1-LX and FFC2LX because of extraction errors. However, the recall of Book in FFC2LX
dataset is higher than in FFC1LX dataset. This can be explained as follows. In datasets with a
greater number of forms, the similarity signal and correlation signal are better when there is more
data. For instance, we can discover additional matches, such as subject ~ category. However, due

to extraction errors, the precision decreases in all three domains. A closer look at the discovered
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Figure 2.12: The effectiveness of Matching Discovery with different correlation thresholds

matchesin FFC1LX and FFC2L X shows that they are similar to the matches discovered in FFC1.
Since there are errors resulting from the extraction process itself where an element was assigned the
wrong label and leads to an incorrect match, we would like to evaluate the result by isolating the

extraction error in the following section.

2.4.4.1 Adjusted Evaluation

We compensate for incorrect matches stemming from the label extraction process. In particular,
for each incorrect match, we determine whether the error comes from LabelEx (by comparing the
automatically extracted label and the manually extracted label) or from FormMatch. If the error

comes from LabelEx, we compensate by not counting that error. Figure 2.15 shows the adjusted



28

0.4 OPr
0.2 ORc
0.1 OFL

U U
Auto Airfare Book
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Figure 2.14: Effectiveness of FormMatch on different datasets

measurements. The largest difference is in the Airfare domain (10%) in which LabelEx has the
highest error. Comparing the discovered matches to the manually extracted dataset (e.g., FFC 1),
we see that FormMatch is resilient to extraction errors, which is an important requirement for
matching large and real datasets given the fact that previous holistic schema-matching approaches

were vulnerable and directly affected by the extraction error [53, 93].

2.5 Related Work
There is extensive literature on the topic of database schema-matching [88, 91, 73, 59, 49, 42,
33, 43, 21]. Database schemas often contain useful information for deriving matches. For instance,
given two schemas, Melnik et al. [73] leveraged the hierarchy structure and information about data

types, primary keys, foreign keys, and so on, to compute the similarity between them. Applying for
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Figure 2.15: Adjusted evaluation

schemas with opaque column names and data values, Kang and Naughton et al. [59] relied on the
value distribution of attributes to create a dependency graph for each schema and then used graph
matching to find the correspondence between these graphs. Their matching strategy was based on
the assumption that all attributes have abundant domain values and attributes in the schemas are
strongly-coupled.

Even though Web-form schema-matching is related to the problem of database schema-matching
(see e.g., [88, 91]), there are fundamental differences [68]. First, whereas database schemas include
useful information about attribute names, data type, value instances, and constraints (key, foreign
key), for Web-form schemas, only the association between a label and an element is known. This
association, however, is implicit and discovering it can be challenging [77, 108]. Because Web-
forms are designed for human consumption, the descriptive labels often vary a lot. In addition, there
are often a large number of sites that offer the same services or sell the same products, and there
are many form attributes that are not associated with any values. Recognizing these differences, a
number of approaches have been proposed for matching forms. These can be broadly classified into
three classes: instance-based, clustering-based, and statistical.

Instance-based approaches, as their name implies, rely on the contents hidden behind the form
interfaces in order to perform probing and infer a matching [102, 106]. Wang et al. [102] proposed
an instance-based approach that consists of an ensemble of 3-layers of schemata: a manually-
defined global schema, a form-interface schema, and a result schema (extracted by a wrapper).
They rely on probing to exhaustively submit all attribute values of the sample records to each input
element of the search interface and count the re-appearance of each query value in the resulting
pages. This approach is costly, requiring substantial network bandwidth. Besides, a global schema

and web instances are expensive to create and subject to constant change. Similarly, WeblQ [106]
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retrieves instances from the Web by using hyponymy patterns, e.g., “... such as NP1, NP2” and
exploiting the sentence completion feature of search engines. These instances are used to support
the schema-matching task. Because of using instances from the Web, a potential problem of WeblQ
is that those instances may be biased toward popular instances or noisy data from the Web.

Clustering-based approaches, like [107, 55, 86], use only information visible in each form
interface to define a similarity function which combines different element features to measure
the distance between two elements. While Wu et al. [107] and He et al. [55] used predefined
coefficients, Pei et al. [86] leveraged the distribution of the Domain Cluster and Syntactic Cluster to
determine weights of linguistic and domain similarity: the more elements in the domain cluster, the
higher the coefficient of linguistic similarity in that cluster. The idea was to use certain attributes
in a domain cluster to resolve uncertain attributes in a syntactic cluster. However, the distribution
of these clusters varies across different domains and this approach will have less impact when the
domain values are scarce or when they are not available. Besides the similarity function, clustering
approaches often require the number of clusters or a stopping threshold beforehand. In contrast,
PruSM is a data-driven process, and as such, it can naturally reveal the shape of the clusters based
on the co-occurrence patterns of attributes and their internal interactions.

To identify synonyms, some of these approaches use Wordnet [55] while others leverage only
domain values [86]. However, by using WordNet, it is not possible to identify domain-specific
synonyms (like Vehicle and Make), and values are not helpful for attributes that range over a sparse
domain, or for attributes that are not associated with any values. Furthermore, these approaches
are limited to identifying 1:1 mappings, except for [107], which does derive 1:m mappings. Wu et
al. [107] supported complex matching by modeling form interfaces as ordered trees. These trees are
first used to identify initial complex mappings. HAC is applied to cluster the remaining attributes
to find all 1:1 mappings, which are combined with initial complex mappings to obtain additional
complex mappings (using the “bridging effect”). However, constructing an ordered tree for each
form interface is expensive and the effectiveness of this approach is highly dependent on the quality
of this structure, which for the experiments discussed in the paper was manually constructed. In
addition, user interactions were required to reconcile uncertain mappings. It is worthy of note
that most of these approaches work with (and have only been tested with) a very small number of
sources, and require noise-free data as input.

Most related to FormMatch are the statistics-based or holistic approaches, which benefit from
considering a large number of schemata simultaneously [52, 53, 93], as opposed to pair-wise
matching. The term ‘holistic’ was used in the works by Chang, Lochovsky, and Gal [53, 93, 43].

A limitation shared by these approaches is that they require clean data: their performance decreases
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significantly when the input data are noisy. As a result, they cannot be directly applied to large,
heterogeneous form collections, such as, for example, forms obtained by a Web crawler. Another
important distinction between these approaches and FormMatch is that they aim to identify attribute
synonyms, whereas PruSM addresses the more general problem of identifying all correspondences
among elements. In particular, DCM [53] and HSM [93] derive complex matches by mining positive
and negative correlation between form elements. DCM exploits the *“a priori” property closure [3] to
discover positively and negatively correlated groups. It then selects the highest negatively correlated
matches and eliminates matches that are inconsistent with the chosen ones. HSM uses a greedy
algorithm based on negative correlation to discover element synonyms. However, DCM and HSM
share two critical limitations: they require clean data that limit their scalability and they ignore
rare attributes, which are inevitably commonplace in large collections of forms. In the presence
of rare attributes and noisy data, their performance decreases significantly [53, 93]. Only finding
1:1 mappings and assuming a simple attribute model, MGS [52] assumes a hypothesis that labels
are generated by a hidden generative model that contains only a few schema concepts, and each
conceptis composed of synonym attributes with different probabilities. MGS exhaustively generates
all possible models and uses statistical hypothesis tests to select a good one. MGS evaluates and
chooses the best global schema model (all at once) while we explore one match at a time. However,
given a large number of attributes on a real dataset, considering all their combinations would be
expensive.

COMA++ [49] is a schema-matching framework that supports both name-based and instance-
based matchers. In contrast to this pair-wised approach, we consider a collection of schemata
and attempt to reach a consensus terminology for a domain. In addition to schema and instance
information, we also exploit statistical information from the attribute co-location patterns. LSD [32]
is a machine learning learning-based approach that uses a meta-learner to combine a set of learners.
However, LSD requires a mediated schema and human users to manually construct the semantic
mappings in the training examples so that the weights can be learned. Given the heterogeneity of a
large number of Web-forms where the importance of different features varies a lot in different forms
and in different domains, creating the training data is expensive.

To avoid error propagation, FormMatch proceeds in two phases: Matching Discovery and then
Matching Growth. Although two-phase matching has been used for matching ontology, database
schemata and Web-forms [55, 56, 21], they assumed certain matchers are strong and combine them
in a fixed manner. However, since the importance of different features can be tied to individual
attributes in a form, the contribution of different features often varies for different forms and

different domains, and any fixed matcher and its linear combination are unlikely to work well for
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all domains. Therefore, techniques that assume that certain matchers are always strong would fail
in this scenario. They would also fail for domains where very few attributes have associated values,

as in the Book domain where most form elements are text boxes.

2.6 Discussion
2.6.1 Noise and Rare Attributes

We should note that previous approaches to Web-form integration make (strong) assumptions
about the input data. Notably, all forms to be integrated belong to the same domain, the label
extraction from HTML forms is good, and the labels are normalized. In the experiments reported in
the literature, the forms are collected manually; labels are extracted manually. In addition, statistical
schema-matching approaches [52, 53, 93] assume a very small tail in the label distribution and
ignore rare attributes with frequency less than 20%. However, consider Figure 2.3, which shows
the long tail label histogram in three different form domains: Auto, Airfare, and Books, i.e., a few
attributes have high frequency while many attributes have low frequency. Without preprocessing,
the percentage of attributes whose frequency is less than 20% is very high, for example, 83% in
Auto domain. Therefore, the small tail Zipf-like distribution can be obtained only by manually
preprocessing the data to remove irrelevant terms and simplify the labels. However, as we have
illustrated in Example 1, automatically simplifying labels is not trivial and is error prone. Without
preprocessing, there would be more rare attributes. Consequently, the applicability of these tech-
niques is greatly reduced [93, 53]. For instance, the matching accuracy can be reduced by as much
as 39% and recall can be reduced by as much as 44% in the absence of manualpreprocessing (Table
2.4) or the average matching accuracy can be reduced by as much as 52% and the average recall
can be reduced by as much as 42% when considering more infrequent attributes, e.g., attributes that
appear as low as 5% of the forms in a collection (Table 2.5).

Furthermore, the integration problem is compounded by errors stemming from previous auto-

Table 2.4: Effectiveness of DCM reduced when not applying preprocessing

Domain Pt It]- Pt Rt

(20%) (20%) (10%) (10%)
Books 0.79 (-0.21) 1 0.74 (-0.26) 1
Airfares 1 1 0.81 (-0.19) 0.82 (+0.11)
Movies 1 1 0.87 (-0.13) 1
MusicRecords 0.93 (-0.07) 1 0.70 (-0.06) 1
Hotels 0.66 (-0.20) 1 0.47 (-0.39)  0.46 (-0.41)
CarRentals 1(+0.28) 0.63 (-0.37) 1(+0.28) 0.16 (-0.44)
Jobs 0.70 (-0.30) 1(+0.14) 0.52 (-0.26) 0.87

Automobiles 1 1 0.66 (-0.27) 0.68 (-0.32)
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Table 2.5: Effectiveness of HSM and DCM reduced when considering rare attributes

Domain Tc=20% Tc = 10% - Domain Tc = 20% Tc = 10% -
Pt Rt Pt Rt Pt RE Pt Rt Pt Rt Pt RE
Airfares 1 1 1 94 90 .86 Airfares 1 1 1 71 56 51
Automobiles 1 1 1 1 .76 .88 Automobiles 1 1 93 1 .67 .78
Books 1 1 1 1 67 1 Books 1 1 1 1 45 77
CarRentals 1 1 89 91 64 .78 CarRentals .72 1 72 60 46 53
Hotels 1 1 72 1 .60 .88 Hotels .86 1 86 .87 38 .34
Jobs 1 1 1 1 70 72 Jobs 1 86 78 87 .36 .46
Movies 1 1 1 1 12 1 Movies 1 1 1 1 48 .65
MusicRecords 1 1 74 1 .62 .88 MusicRecords 1 1 .76 1 A48 56
Average 1 1 92 98 .70 .88 Average 9 98 .88 .88 .48 .58
=8 < g 2Q (b) DCM

matic processes used to construct the input. For instance, as any automatic interface extraction
cannot be perfect, it will likely introduce some noise (i.e.,, erroneous extraction), which challenges
the performance of the subsequent matching algorithm. As reported in [53], the matching quality
e.g., the accuracy of the base DCM framework, degraded to 30% with extraction errors amounting
to only 15%. Thus, an important requirement is that the approach must address the robustness
problem in integrating the interface extraction step and the matching algorithm.

To deal with noise, DCM proposed to run multiple trials on different samples and ensemble the
results. In contrast, using aggregation and the prudent strategy makes FormMatch less vulnerable
to the extraction errors, making it more robust and resilient to incorrect extractions. Additionally,
Matching Growth incrementally finds additional matches for infrequent attributes, thereby improv-
ing recall without significant reduction in accuracy. With the prudent approach, among important
achievements of FormMatch are its robustness against inherent noise from previous steps in the
integration process and its scalability due to the fact that it does not require manual preprocessing.
Our experiment on a real dataset with labels that were automatically extracted by an extraction

program shows that FormMatch can derive high quality matches.

2.6.2 Limitation
FormMatch cannot find a match if either its label similarity or value similarity is not sufficient
enough. Relaxing the constraints and buffering the candidates to process later can help to improve
recall but less guarantee for precision. In contrast, the constraints may become complicated if we
consider more features. A learning-based [32] or self-learning-based approach [76] is an available

option to combine the constraints.
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2.6.3 Future Work
One potential source of improvement for FormMatch includes combining more information like
element proximity, DOM structure, element name, and type to find the most confident match. By
bootstrapping FormMatch with a better starting set of labels, its effectiveness can be improved.
We would like to experiment with alternative procedures to automatically simplify the labels and
perform syntactic merging, and study their trade-offs. To improve the quality of derived matches,
we would like to use a “look-ahead” buffer which considers the top-k highest attribute pairs to

augment the correlation scores and improve imperfect orderings.



CHAPTER 3

MATCHING MULTILINGUAL SCHEMATA IN
WIKIPEDIA

3.1 Introduction

With over 17.9 million articles and 10 million page views per month [104], Wikipedia has
become a popular and important source of information. One of its most remarkable aspects is mul-
tilingualism: there are Wikipedia articles in over 270 languages. This opens up new opportunities
for knowledge sharing among people that speak different languages both within and outside the
scope of Wikipedia. For example, cross-language links, that connect an article in one language to
the corresponding article in another, have been used to derive better translations in cross-language
information retrieval and machine translation [39, 75, 87, 89]. Even though many languages are
represented in Wikipedia, the geographical distribution of Wikipedia users is highly skewed. One
of the explanations for this effect is that many languages, including languages spoken by large
segments of the world population, are underrepresented. For example, there are 328 million English
speakers worldwide and 20% of the Wikipedia pages are in English; in contrast, there are 178
million Portuguese speakers and only 3.75% of Wikipedia articles are in Portuguese. Recognizing
this problem, there are a number of ongoing efforts that aim to improve access to Wikipedia
content. By leveraging the existing multilingual Wikipedia corpus, techniques have been proposed
to: combine content provided in documents from different languages and thereby improve their
documents [2, 20]; find missing cross-language links [85, 92]; aid in the creation of multilingual
content [64]; and help users who use different languages to search for named entities in the English
Wikipedia [97].

Besides textual content, Wikipedia has also become a prominent source for structured informa-
tion. A growing number of articles contain an infobox that provides a structured record e.g., a set of
attribute value pairs summarizing important information for the entity described in the article. This
information has been used to support richer queries over Wikipedia content [7, 62, 78, 19]. While
much work has been devoted to supporting structured queries, no previous effort has looked into
providing support for multilingual structured queries. Here, we examine the problem of matching

schemas of infoboxes represented in different languages, a necessary step for supporting these
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queries.

By discovering multilingual attribute correspondences, it is possible to integrate information
from different languages and to provide more complete answers to user queries. A common scenario
is when the answer to a query cannot be found in a given language but it is available in another. In
a study of the 50 topics used in the GikiCLEF [44], just 9 topics had answers in all 10 languages
used in the task [25]. However, almost every query had an answer in the English Wikipedia. Thus,
by supporting multilingual queries and providing the relevant English documents as part of the
answer, recall could improve for most other languages. In addition, some queries can benefit from
integrating information from infoboxes represented in different languages. Consider the query:
Find the genre ofand the studio thatproduced thefilm “The Last Emperor”. To provide a complete
answer to this query, we need information from the two infoboxes in Figure 3.1.

There are several challenges involved in finding multilingual correspondences. Even within a
language, finding attribute correspondences is difficult. Although authors are encouraged to provide
some structure in Wikipedia articles, e.g., by selecting appropriate templates and categories, they
often do not follow the guidelines or follow them loosely. This leads to several problems, in
particular, schema heterogeneity—the structure of infoboxes for the same entity type (e.g., actor,
country) is different for different instances. Both polysemy and synonymy are observed among
attribute names. A given name can have different semantics (e.g., born can mean birth date or
country of birth) and different names can have the same meaning (e.g., alias and other names).
This problem is compounded when we consider multiple languages. Figure 3.1 shows an example
of heterogeneity in infoboxes describing the same entity in different languages. Some attributes
in the English infobox do not have a counterpart in the Portuguese infobox and vice-versa. For
instance: produced by, editing by, distributed by, and budget are omitted in the Portuguese version,
while genero (genre) is omitted in the English version. An analysis of the overlap among attribute
sets from infoboxes in English and Portuguese (see Table 3.1) shows that on average, only 42%
of the attributes are present in both languages. Besides the variation in structure, there are also
inconsistencies in the attribute values; for example, running time is 160 minutes in the English
version and 165 minutes in the Portuguese version, where it is not presented as a separate (and
named) attribute; Ryuichi Sakamoto appears under Music by in English and under Elenco original
(cast) in Portuguese.

To identify multilingual matches, a possible strategy would be to translate the attribute names
(and values) using a multilingual dictionary or a machine translation system and then apply tradi-
tional schema or ontology matching techniques [88, 36, 40]. However, this strategy is limited since

in many cases, the correct correspondence is not found among the translations. For example, in
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Figure 3.1: Excerpts from English and Portuguese infoboxes for the Film The Last Emperor.

Table 3.1: Overlap in infoboxes

film

show
actor
artist
channel
company
comics ch.
album
adult actor
book
episode
writer
comics
fictional ch.

Pt-En 36% 45% 42% 52% 15% 31% 59% 52% 47% 38% 31% 63% 47% 32%
Vn-En 87% 75% 46% 67%

articles describing movies, the correct alignment for the English attribute starring is the Portuguese
attribute elenco original. However, the dictionary translation is estrelando for the former and
original cast for the latter, and neither is used in the Wikipedia infobox templates to name an
attribute. WordNet is another source of synonyms that can potentially help in matching, but its
versions in many languages are incomplete. For instance, the Vietnamese WordNet covers only
10% of the senses present in the English WordNet. Furthermore, traditional techniques such as

string similarity may fail even for languages that share words with similar roots. Consider the term
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editora, which in Portuguese means publisher. Using string similarity, it would be very close to
editor, but this would be a false cognate.

Recently, techniques have been proposed to identify multilingual attribute alignments for Wiki-
pedia infoboxes. However, these have important shortcomings in that they are designed for lan-
guages that share similar words [2, 20], or demand a considerable amount of training data [2].
Consequently, they cannot be effectively applied to languages with distinct representations or dif-
ferent roots; and their applicability is also limited for underrepresented languages in Wikipedia,
which have few pages and thus, insufficient training data.

We propose WikiMatch, a new approach to multilingual schema-matching that addresses these
limitations. WikiMatch leverages latent semantic analysis [67] and information available in Wikipe-
dia. These different sources of similarity information are combined in a systematic manner so as to
prioritize the derivation of high-confidence attribute alignments. These alignments are then used to
help find additional matches. Our alignment algorithm identifies, in a single step, both intralanguage
and interlanguage correspondences, and it is also identifies one-to-many correspondences. Because
WikiMatch does not require training data, it is able to handle underrepresented languages; and
since it does not rely on string similarity on attribute names, it can be applied both to similar and
morphologically distinct languages. Furthermore, it does not require external resources such as

bilingual dictionaries, thesauri, ontologies, or automatic translators.

3.2 Problem Definition and Solution Overview
3.2.1 Problem Definition

A Wikipedia article is associated with and describes an entity (or object). Let A be an article in
language L associated with entity E. Among the different components of A, here, we are interested
in its title; infobox, which consists of a structured record that summarizes important information
about E; and cross-language links, URLs of pages in languages other than L that describe E. An
infobox | contains a set of attribute-value pairs {{al;v1),...,(an,vn)}. Figure 3.1(a) shows the
infobox of an English article with 14 attribute-value pairs. Since there is a one-to-one relationship
between | and its associated E, we use these terms interchangeably in the remainder of the chapter.
We define the set of attributes in an infobox I as the schema of I (SI).

The value v of an attribute a in an infobox | may contain one or more hyperlinks to other
Wikipedia entities. For example, in Figure 3.1(a), the value for the attribute Directed by contains a
hyperlink to the entity Bernardo Bertolucci. We denote such a hyperlink by the tuple h = (1,v,J),
where J is the infobox pointed to by v. We distinguish between hyperlinks that point to another entity
in the same language (which define relationships) and hyperlinks that point to articles describing

the same entity in different languages. We refer to the latter as cross-language links: cl = (IL,IL).
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These links can be found in most articles and are located on the pane to the left of the article. For
example, there are cross-language links between the English and Portuguese articles in Figure 3.1.

An article is also associated with an entity type T that identifies the type to which an article
belongs. For example, the article in Figure 3.1(a) belongs to the entity type “Film”. There are
different ways to determine the entity type for an article, including from the categories defined
for the article [95]; from the template defined for the infobox [17]; or from the structure of the
infobox [82]. Given a set IL of infoboxes in language L associated with entity type T, we refer to
the set of all distinct attributes in IL as the schema of T (ST). Given two infoboxes IL and IL with
type T that are connected by a cross-language link, we refer to the union of the attributes in their
schemas, SD = S~ S I3 as a dual-language infobox schema.

The problem we address can be defined as follows: Given two sets of infoboxes IL and IL>
in languages L and L', respectively, such that both sets are associated with the entity type T, and
whose infoboxes are connected through cross-language links, to match ST and ST, the schemas of
infoboxes in the two sets, we need to find correspondences (or matches) (a,a") such that a is an

attribute of Sl, a' is an attribute of SI', and a and a' have similar meaning.

3.2.2  Solution Overview
The WikiMatch framework is shown in Figure 3.2. After aggregating attributes having the same
name from the infobox repository, for every two attributes, we compute cross-language similarity
(Section 3.3.1), including cross-language value similarity, cross-language link similarity, and at-
tribute correlation, to derive correspondences (Section 3.3.2) and revise uncertain matches (Section

3.3.2).

matches matches

Figure 3.2: Matching Multilingual Infoboxes
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3.3 WikiMatch

3.3.1 Computing Cross-Language Similarities
3.3.1.1 Cross-Language Value Similarity

Because of the structural heterogeneity among infoboxes in different languages, by combining
their attributes in a unified schema for each distinct type, we gather more evidence that helps in the
derivation of correspondences. We also collect fo