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ABSTRACT

The aim of direct volume rendering is to facilitate exploration and understand

ing of three-dimensional scalar fields referred to as volume datasets. Improving 

understanding is done by improving depth perception, whereas facilitating explo

ration is done by speeding up volume rendering. In this dissertation, improving 

both depth perception and rendering speed is considered. The impact of depth 

of field (DoF) on depth perception in direct volume rendering is evaluated by 

conducting a user study in which the test subjects had to choose which of two 

features, located at different depths, appeared to be in front in a volume-rendered 

image. Whereas DoF was expected to improve perception in all cases, the user study 

revealed that if used on the back feature, DoF reduced depth perception, whereas it 

produced a marked improvement when used on the front feature. We then worked 

on improving the speed of volume rendering on distributed memory machines. 

Distributed volume rendering has three stages: loading, rendering, and composit

ing. In this dissertation, the focus is on image compositing, more specifically, trying 

to optimize communication in image compositing algorithms. For that, we have 

developed the Task Overlapped Direct Send Tree image compositing algorithm, 

which works on both CPU- and GPU-accelerated supercomputers, which focuses 

on communication avoidance and overlapping communication with computation; 

the Dynamically Scheduled Region-Based image compositing algorithm that uses 

spatial and temporal awareness to efficiently schedule communication among 

compositing nodes, and a rendering and compositing pipeline that allows both 

image compositing and rendering to be done on GPUs of GPU-accelerated super

computers. We tested these on CPU- and GPU-accelerated supercomputers and 

explain how these improvements allow us to obtain better performance than image 

compositing algorithms that focus on load-balancing and algorithms that have no 

spatial and temporal awareness of the rendering and compositing stages.
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CHAPTER 1

INTRODUCTION 

1.1 Motivation
Volume rendering for visualization has become increasingly popular among 

researchers and scientists since its introduction in the mid-1980s [2] [3]. It can 

be used to visualize volumetric data acquired through simulations, such as com

bustion and climate simulation, or through a scanning process, such as Magnetic 

resonance imaging (MRI) and X-ray computed tomography (CT) scans. Volume 

rendering is now available in many commonly used visualization packages such 

as Paraview [4] and VisIt [5].

Volume data is usually visualized using either direct or indirect volume ren

dering. Approaches that generate an intermediate representation and use the 

intermediate representation to create an image are referred to as indirect volume 

rendering. An example is the Marching Cubes [6] algorithm, which generates 

a polygonal representation of an isosurface and is then rendered to an image. In 

direct volume rendering, volume data is directly used to generate an image without 

any intermediate stage. For example, in ray casting direct volume rendering, an 

image is created by sending a ray through each pixel of the image. Data is sampled 

at regular intervals along the ray and each sample is mapped to a color and opacity 

using a transfer function. The colors are then blended to produce one color for each 

pixel. In this dissertation, the focus is on direct volume rendering (DVR).

The goal of volume rendering is to allow scientists to explore and understand 

datasets. In practice, this is achieved by improving the quality and speed of volume 

rendering. Increasing the quality, by adding techniques such as global illumination 

and shadows, makes it easier for scientists to see the features present in a dataset, 

thereby improving understanding. Increasing the rendering speed enables better 

interaction with a dataset, thereby improving exploration of the dataset. In this
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dissertation, improving both the quality and speed of rendering is considered. 

More precisely, a user study was carried out to determine how depth of field can 

be used to improve depth perception of volume-rendered images, and new image 

compositing techniques have been developed for distributed volume rendering to 

improve rendering speeds.

1.2 Evaluation of Depth of Field for Depth 
Perception in Direct Volume 

Rendering
The human visual system is able to perceive depth because of a number of depth 

cues. The more depth cues available to us, the easier it is for us to understand the 

depth relation of objects in an image. However, volume-rendered images usually 

have a limited set of depth cues. Very often, the only depth cues present in a 

volume-rendered image are interposition, close objects overlap far away objects; 

perspective, far away objects appear closer than when close to us; and occasionally 

shadows, objects are in front of the shadows they cast.

For solid surfaces, shadows are useful in helping us estimate the relative 

ordering of features. Lindemann et al. [7] conducted a user study on the use 

of different illumination methods in DVR and found that directional occlusion 

shading [8] brings about 20% improvement in ordinal depth perception. However, 

for highly translucent surfaces, directional occlusion shading is less effective as 

it will only darken a translucent image. As pointed out by Boucheny et al. [9], 

estimating depth in a highly transparent scene can be very difficult, and DVR 

images often have highly transparent features. In Fig. 1.1, the "static" subtree shows 

the depth cues available in a volume-rendered image. Shadow and interposition 

will not help for very translucent surfaces. Aerial, texture, and familiar size apply 

to objects that are far away, which is not applicable in a volume-rendered image. 

Perspective is usually already available. Therefore, we will try to add focusing 

by using depth of field, which will make objects not in focus appear blurry. Since 

depth of field (DoF) is a quite recent addition to direct volume rendering, its 

impact in volume-rendered images has not been extensively studied. The only 

study available looked at the impact of depth of field in angiography images [10]. In
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Chapter 3 of this dissertation, a user study on the impact of DoF, implemented using 

the technique proposed by Schott et al. [1], is described along with a discussion on 

how to best benefit from depth of field effects in direct volume rendering.

1.3 Image Compositing for OpenMP/Hybrid MPI 
Parallelism on CPU-Enhanced 

Supercomputers
With the increasing availability of supercomputers, scientists are running in

creasingly larger simulations that generate huge amounts of data. Since it is 

impractical to move the results of these simulations, DVR is done directly on these 

supercomputers. Most supercomputers are distributed memory systems that have 

thousands of nodes, each of which has one or more powerful processing units with 

several gigabytes of memory, connected through a high-speed network. When 

rendering on these systems, the workload is typically divided so that each node 

gets an equal amount of work. In sort-last parallel rendering, the most common 

approach for DVR in distributed memory systems, each node always loads a section 

of the data that it renders to an image. The images are then exchanged and blended 

in the compositing stage to create the final image. When rendering on many 

nodes, image compositing can become the bottleneck due to the number of image 

exchanges that are required.

Image compositing has been studied for a number of years, and many algo

rithms such as direct send [11], binary swap [12], and radix-k [13] have been 

developed to handle image compositing on distributed memory systems. How

ever, the increase in computing power of supercomputers in recent years has not 

been matched by a similar increase in communication speed, making computation 

cheap compared to communication. Yet, algorithms such as binary swap and 

radix-k tend to focus on equally dividing the computation workload rather than 

trying to find ways of minimizing communication.

In Chapter 4, a new image compositing algorithm is presented that tries to 

minimize communication and overlaps communication with computation to try 

to hide communication latencies. Also, since Howison et al. [14] showed that 

using one MPI rank per node is more efficient than using one MPI rank per core,



our algorithm uses one MPI rank per node with threads and auto-vectorization 

to make full use of the cores and SIMD parallelism of modern multicore CPUs. 

We tested our algorithm on the Stampede supercomputer at TACC and the Edison 

supercomputer at NERSC to show that our algorithm is, most of the time, faster 

than binary swap and radix-k from the ICET library [15].

1.4 Distributed Volume Rendering Pipeline With 
Image Compositing on GPU-Enhanced 

Supercomputers
GPUs have been successfully used on desktop computers for DVR. Ray casting 

for volume rendering on GPUs has been reported to be at least 1.5X faster than 

on CPUs [16], and volume rendering packages, such as ImageVis3D [17] [18], can 

interactively render medium-sized datasets on consumer-grade desktop GPUs. 

Supercomputers, such as Titan at Oak Ridge National Lab and Piz Daint at the Swiss 

National Supercomputing Center, are both enhanced with GPUs. When doing 

volume rendering on these systems, using the GPUs on these supercomputers 

instead of the CPU is the best choice to guarantee fast rendering.

Until recently, communication between GPUs found on different nodes of a 

supercomputer was very costly. Since image compositing in sort-last parallel 

rendering is a communication-intensive task, image compositing was often han

dled by the CPU instead of the GPU to avoid the high cost of inter-node GPU 

communication. Volume-rendered images generated on the GPU were copied to 

the CPU for image compositing, which is inefficient since the GPU to CPU copy 

operation is expensive, and GPUs are faster at blending images than CPUs. With the 

introduction of GPU Direct RDMA, inter-node GPU communication now requires 

only one copy operation instead of five copy operations. There is, then, no need to 

copy data to the CPU prior for image compositing anymore.

In Chapter 5, a distributed volume rendering pipeline using OpenGL shaders 

for raycasting rendering, and CUDA kernels with GPU Direct RDMA for com

positing is presented. We compared the image compositing speed on the Piz Daint 

GPU-enhanced supercomputer against the Edison CPU-enhanced supercomputer 

at NERSC and show that we get comparable or even better speed on Piz Daint,

4



showing that the full distributed volume rendering pipeline can now be imple

mented on the GPU.

1.5 Dynamically Scheduled Region-Based Image 
Compositing

One of the common assumptions of image compositing algorithms in dis

tributed volume rendering is that all the nodes will finish rendering and start 

compositing at the same time. However, this is very rarely the case unless we 

have several thousands nodes for rendering. There are many reasons for this: 

firstly, it is rare for datasets to have a uniform distribution of data. Secondly, when 

using perspective projection, nodes closer to the camera produce a larger image 

compared to nodes far from the camera. Rendering a larger image takes more time 

than rendering a smaller image. Finally, if the user zooms in on one specific region 

of a dataset, part of the dataset might fall outside the viewing window and not 

need to be rendered at all.

Moreover, this difference in rendering speed is further increased if lighting 

is used and normals need to be calculated. Furthermore, many visualization 

clusters are medium-sized distributed memory machines where there are hundreds 

rather than thousands of nodes. The time taken to render a large image can be 

substantially greater than the time to render a small image on these clusters. If we 

do not want the uneven rendering to slow down compositing, nodes that are done 

rendering should exchange images only with nodes that are done rendering, and 

not wait for nodes that are still rendering.

In Chapter 6 of this dissertation, a new image compositing algorithm with 

spatial and temporal awareness is presented. We test the algorithm, using a 

combustion and two artificial test datasets, on the Edison supercomputer at NERSC 

for up to 2,048 nodes and show that it is faster than traditional image compositing 

algorithms such as radix-k and TOD-Tree [19].

1.6 Thesis Statement
In this dissertation, we show that depth of field can be used to improve depth 

perception in volume-rendered images, and that image compositing algorithms

5
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that focus on communication (minimizing communication, overlapping communi

cation with computation, and correctly scheduling communication) perform better 

than algorithms that focus on balancing the workload.

1.7 Dissertation Contributions
The main contributions of this dissertation are:

• A user study on the impact of depth of field in DVR is conducted and 

a set of guidelines on how to use depth of field effects to improve ordinal 

depth perception in DVR is presented. We show that depth of field effects 

can improve correct ordinal depth perception by up to 20% if used correctly 

but can worsen ordinal depth perception if used improperly. This work has 

been published in the IEEE Pacific Visualization Symposium Symposium, 

2013 [20].

• Evaluation of depth of field for depth perception in DVR [20], IEEE Pacific 

Visualization Symposium Symposium 2013, explored how depth of field can 

be used to improve depth perception in volume rendering.

• TOD-Tree: Task-Overlapped Direct send Tree Image Compositing for Hy

brid M PI Parallelism. This is a new image compositing algorithm for 

hybrid OpenMP/MPI parallelism that focuses on minimizing communication 

latencies and is generally faster image compositing algorithms such as binary 

swap and radix-k. We tested this algorithm on an artificial dataset and 

a combustion dataset for up to 4,096 nodes of the Edison supercomputer. 

This work has been published in the Eurographics Symposium on Parallel 

Graphics and Visualization, 2015 [19].

• A very low latency pipeline for doing ray casting volume rendering and 

image compositing on GPU-enhanced supercomputers. We also use GPU 

Direct RDMA and CUDA kernels to create an image compositing algorithm 

that runs exclusively on GPUs and matches the compositing speeds of image 

compositing algorithms on CPUs. The algorithm was tested on up to 4096 

nodes of the Piz Daint GPU-enhanced supercomputer, and we show that the 

performance matches image compositing on CPU-enhanced supercomputers.
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This work has been accepted to the IEEE Transactions on Visualization and 

Computer Graphics, 2016 [21].

• An image compositing algorithm with spatial and temporal awareness to

guide the exchange of images in distributed volume rendering and avoid 

waiting on nodes that are still rendering. The algorithm was tested on the 

Edison supercomputer at NERSC for up to 2048 nodes, and we show that 

we achieve better performance than traditional compositing algorithms such 

as radix-k and TOD-Tree that have no spatial and temporal knowledge of 

rendering and compositing. This work has been accepted to the Eurographics 

Symposium on Parallel Graphics and Visualization, 2016 [22].

1.8 Outline
The remainder of this dissertation is organized as follows. The background and 

important related work are explained in Chapter 2. Chapter 3 details the user study 

that was carried out on the use of depth of field in direct volume rendering. Chapter 

4 presents the image compositing algorithm for hybrid OpenMP/MPI parallelism 

on CPU-enhanced supercomputers. In Chapter 5, the compositing algorithm 

is extended to a GPU-enhanced supercomputer, and a pipeline for distributed 

volume rendering using GPUs for both rendering and compositing is presented. In 

Chapter 6, an image compositing algorithm with spatial and temporal awareness 

is presented that outperforms traditional image compositing algorithms. Finally, 

conclusions and future work are given in Chapter 7.
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CHAPTER 2

RELATED WORK 

2.1 Direct Volume Rendering
Direct volume rendering is a technique that generates an image from blocks of 

scalar data without having to create any intermediate representation. There are 

three main approaches to DVR: splatting, texture-based methods, and ray casting. 

In the splatting approach, Fig. 2.1, each voxel is represented by a Gaussian kernel 

that is scaled by the scalar value at the voxel. The volume is drawn from the back 

to the front where each of these kernels is projected onto the screen. The image 

produced is usually blurry and not very appealing. In the texture-based approach, 

Fig. 2.2, the volume is converted to a 3D texture that is stored in the memory of 

a GPU. Polygonal slices parallel to the view-plane are used to sample the volume 

and are blended in a front-to-back or back-to-front manner. The DVR approach 

used for depth of field in Chapter 3 uses this texture-based approach. Finally, 

in the ray casting approach, Fig. 2.3, for each pixel in an image, a ray is cast in 

the 3D scalar data. For each ray, scalar values inside the volume are sampled at 

regular intervals along the ray, and a color is assigned to each sampled scalar value 

using a transfer function. The colors along a ray are then blended to get the final 

color of that pixel. When rendered on one computer, there are two stages, namely, 

loading the data from disk and creating an image from the data using one of the 

direct volume rendering techniques mentioned above. We are first going to look at 

applying depth of field to DVR.

2.2 Depth Perception Cues
To be able to perceive the depth of objects in the real world and in a synthetic 

image, the human visual system makes use of a number of depth cues. Depth 

cues have been studied thoroughly [23], [24] and are generally grouped into two



categories: monocular and binocular. Binocular refers to the interocular offset to 

perceive depth in a scene, and monocular depth cues refers to having a single image 

of the scene. In a typical volume-rendered image, only one view is being shown 

on the screen and there is no motion. Therefore, the only depth cues available are 

static monocular depth cues, which are described in Table 2.1.

Depth of focus is one of the depth cues the human visual system uses to perceive 

depth. The shape of the lens in a human eye is distorted by ciliary muscles to focus 

light on the retina. A schematic representation of the human eye is shown in Fig. 2.4. 

The process of modifying the shape of the lens of our eye is called accommodation. 

The human visual system can use information about the amount of distortion of the 

lens from the ciliary muscles as a depth cue; especially for very close objects [24]. 

Also, the part of the image not in focus, in front and behind the focal plane, will 

appear blurred. Using the amount of blurriness of an image as a depth cue is not a 

viable indication of how close or far an object is. As indicated by Mather et al. [25], 

blur discrimination is poor in humans.

2.3 Depth of Field in Computer Graphics
Several attempts have been made to reproduce DoF in computer graphics. 

Barsky et al. [26] did a comprehensive study of different DoF techniques in com

puter graphics.

Many of these approaches are image space techniques that blur an initially 

generated in-focus image. Potmesil and Chakravarty [27] use linear filtering in a 

postprocessing stage to adaptively blur images according to their distance from 

the focal plane. This technique is fast, since it does not attempt to minimize depth 

discontinuities or color bleeding. Distributed ray tracing has also been used to 

compute depth of field effects. One of the earliest techniques, from Cook et al. [28], 

uses multiple rays to simulate ray tracing. However, interactive approximations 

for computing depth of field effects are rarely based on ray tracing due to the high 

performance cost.

In interactive computer graphics, a common technique is to sort the scene 

by depth and apply different amounts of blur to different levels of depth. This
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technique was used by Barsky et al. [29] and Kraus et al. [30]. In DVR, DoF has 

been proposed by Crassin et al. [31] for large volumes in the Gigavoxels Framework. 

Ropinski et al. [10] use DoF for angiography images and they also conduct a user 

study on the use of modified DoF to enhance spatial understanding. In their work, 

they try to determine where the user is focusing in an image. The part deemed to 

be behind the region in focus has DoF effects applied to it. Consequently, there are 

no DoF effects in front of the focal plane. From their user study, they find that DoF 

helps to improve the correctness of depth perception, but they also saw an increase 

in response time. They attribute this to the user having to get used to some part of 

the image appearing out of focus.

2.4 Depth of Field Implementation
In this dissertation, DoF was implemented as shown in Fig. 2.5 and described 

by Schott et al. [1]. A GPU slice-based volume renderer is used, and the scene 

is broken down into two regions, namely, before and after the focal plane. For 

the region between the focal plane and the front of the volume (where the camera 

is), the volume is processed from the front of the volume to the focal plane (in a 

front-to-back manner), and each slice is blurred according to its position. For the 

part behind the focal plane, the volume is processed from the end of the volume 

to the focal plane (in a back-to-front manner). Each rendered slice is blended with 

a blurred region of the previous slice. The blur kernel's size decreases as the slice 

approaches the focal plane. Two directions are needed to ensure that the in-focus 

region does not contribute to the blurred region. A more detailed description of 

the algorithm with pseudocode can be found in Schott et al. [1].

2.5 Perceptive Studies for Depth of Field
Depth of field is simulated using blur in computer graphics. The usefulness of 

blur has been debated among researchers for some time. Whereas Held et al. [32] 

indicated that blur is a stronger depth cue than previously thought, Mather et al. [33] 

found that blur on its own gives only about 75% correct depth results. However, 

combined with other depth cues, the usefulness of blur is increased to about 95%. 

This was confirmed by Held et al. [34], who concluded that though blur on its own

11



did not help to estimate absolute or relative distance, combined with perspective 

projection, it becomes a quite useful depth cue. In volume-rendered images, we 

will usually have other depth cues available apart from blur. Perspective projection 

is usually cheap to add and occlusion is usually available except for translucent 

images. So, since depth of field will not be used on its own in volume rendering, it 

should be a useful depth cue.

2.6 Distributed Volume Rendering
Distributed volume rendering is now commonly used in the scientific vi

sualization community. There are three approaches [35] to parallel rendering 

on distributed memory systems: sort-first, sort-middle, and sort-last, shown in 

Fig. 2.6. In sort-first, the data is partitioned based on the viewpoint, and each node 

then loads and renders a section of the final image. In sort-middle, each node 

always loads the same data, but after sampling is done, the data is redistributed 

based on the viewpoint. Finally, in sort-last, each node loads a section of the 

dataset that it renders to an image. These images are then blended together 

during the compositing stage to produce a full rendered image of the dataset. No 

communication is required in the loading and rendering stages, but the compositing 

stage can require extensive communication. When doing sort-last distributed 

volume rendering on few nodes of a distributed memory machine, rendering is 

usually slower than the compositing. However, as the number of nodes increases, 

each node has less and less data to render but more communication is required. At 

some point, then, compositing becomes more expensive than rendering and fast 

image compositing algorithms become essential for sort-last image compositing.

2.7 Image Compositing Algorithms
Since sort-last image compositing is the most commonly used approach for 

distributed volume rendering, several algorithms have been developed to speed 

up image compositing. One of the oldest compositing algorithm is direct send. 

Direct send can refer to serial or parallel direct send. In serial direct send, all 

the processes send their data directly to the display process, which blends the 

images. In parallel direct send [11], [36], shown in Fig. 2.7, each process takes
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responsibility for one section of the final image, gathers data for that section from 

all the other processes, and blends these sections. Then, during the compositing 

stage, the display process gathers the final section from all nodes. On GPUs, parallel 

direct send is popular because of its flexibility. Eilemann et al. [37] show that the 

performance of parallel direct send is comparable to binary swap and sometimes 

even better. Rizzi et al. [38] compare the performance of serial and parallel direct 

send, for which they get very good results as GPUs are very fast. However, in both 

cases, the main bottleneck is the network performance, which negatively affects 

the performance of the algorithm.

In binary tree compositing techniques [39], shown in Fig. 2.8, one of the leaves 

sends its data to the other leaf in the pair, which does the compositing. The leaf 

that has sent its data is now idle. The main issue with this technique is half of the 

nodes go idle at each stage, which results in load imbalances. However, now that 

computation is reasonably cheap, this could again be a viable technique, but tree 

compositing techniques also send full images at each stage, making communication 

slow. Binary-swap by Ma et al. [35], shown in Fig. 2.9, improves the load balancing 

of binary tree compositing by keeping all the processes active in compositing until 

the end. The processes are grouped in pairs, and initially, each process in the 

pair takes responsibility for half of the image. Each process sends the half it 

does not own and blends the half it owns. In the next stage, processes that are 

authoritative on the same half exchange information in pairs again, so that each is 

now responsible for a quarter of the image. Compositing proceeds in stages until 

each process has 1/p of the whole image where p is the number of process involved 

in the compositing. Once this is done, each process sends its section to the display 

process. Binary-swap has been subsequently extended by Yu et al. [40] to deal with 

non-power of two processes.

In Radix-k, introduced by Peterka et al. [13], shown in Fig. 2.10, the number of 

processes p is factored in r factors so that k is a vector where k =  [k1,k2,...,kr]. The 

processes are arranged into groups of size k; and exchange information using direct 

send. At the end of a round, each process is authoritative on one section of the 

image in its group. In the next round, all the processes with the same authoritative
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partition are arranged in groups of size k +1 and exchange information. This goes 

on for r rounds until each process is the only one authoritative on one section 

of the image. Both binary-swap and radix-k have a gather stage in which the 

display process has to gather the data spread among the p processes. If the vector 

k has only one value that is equal to p, radix-k behaves like direct send. If each 

value of k is equal to 2, then it behaves likes binary-swap. Radix-k, binary-swap, 

and direct send are all available in the IceT package [15], which also adds several 

optimizations [41].

One of the ways of reducing the number of messages needed for image com

positing is to do volume rendering using one MPI rank per node instead of one 

MPI rank per core. Howison et al. [42] [14] compared distributed volume rendering 

using only MPI versus using MPI and threads and found that using MPI and 

threads minimized the exchange of messages between nodes and resulted in faster 

volume rendering. However, for compositing, they only used MPI_Alltoallv, where 

processes exchange fragments using MPI direct send, but they did mention in their 

future work the need for better compositing algorithms.

2.8 Image Compositing With Spatial Awareness
However, although radix-k and binary swap are fast, they do no take into 

account the contents of the image from each rendering process. They all decide 

statically for which region a computing process should be responsible and stick to 

that allocation. A process, then, may be responsible for a region for which it does 

not have any initial content, which needlessly increases communication. However, 

some algorithms take into account the image contents of a node. The Scheduled 

Linear Image Compositing (SLIC) algorithm of Stompel et al. [43] ensures that the 

region to which a process is assigned is one to which it contributes. The contribution 

to the final image from each process is computed based on the data extents loaded 

by a process and the camera position. Scan lines of the overlapping regions are 

assigned to processes contributing to them in an interleaving fashion. Also, image 

regions that do not overlap with other images are directly sent to the display node



without any blending. Strengert et al. [44] used the SLIC algorithm for image 

compositing on GPU clusters.

Although SLIC has spatial awareness of the contribution of each rendering 

process, it does not have any temporal awareness, that is, it does not know when a 

process will finish rendering and is ready to participate in compositing. Moloney 

et al. [45] used an estimate on the cost to render a pixel to do dynamic load 

balancing using a sort-first rendering approach, and Muller et al. [46] used the 

previous rendering time in a time-varying dataset to predict the cost of rendering 

the current timestep. For this algorithm, we do not try to move the data around and 

estimate the rendering time. Instead, we communicate with the rendering nodes 

and schedule compositing accordingly.

2.9 Image Compositing on Specific Hardware
Also, recognizing that communication is the main bottleneck in image com

positing, Pugmire at al. [47] used a Network Processing Unit (NPU) to speed up 

the communication and Cavin et al. [48] used shift permutation to get the maximum 

cross bisectional bandwidth from InfiniBand Fat-Trees to speed up communication. 

These improvements tie compositing algorithms to specific hardware network 

infrastructure, rather than providing a more general software solution.

2.10 Rendering and Compositing on the GPU
Many systems, such as Chromium [49] and Equalizer [50], have been developed 

for parallel rendering on GPUs. Direct volume rendering using either a slicing [51] 

or raycasting [52] approach has been done on the GPU. Muller et al. [53] and Fogal 

et al. [54] have developed distributed memory volume renderers for GPU that use 

shaders and OpenGL. For compositing, Fogal et al. used a tree-based compositing 

from IceT and Muller et al. used direct send. In both cases, compositing involved 

copying data out of the GPU before inter-node communication with MPI. Recently, 

Xie et al. [55] used up to 1024 GPUs for rendering on the Titan supercomputer, a 

Cray XK7 system, at Oak Ridge National Laboratory, but they used the CPU for 

image compositing. The only instance we found where it was explicitly mentioned 

that compositing was done on GPUs is the vl3 system by Rizzi et al. [38]. They
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compared the performance of serial and parallel direct send scaling up to 128 

Nvidia Tesla M2070 GPUs, but do not mention the use of GPU Direct RDMA for 

image compositing.

Currently, the only way for GPUs to communicate directly across a network is 

through CUDA. In 2011, Wang et al. [56] proposed an MPI design that integrates 

CUDA data movement with MPI; they achieved a 45% improvement in one-way 

latency. GPU Direct RDMA was then introduced in CUDA 5.0. Potluri et al. [57] 

mentioned an improvement in the latency by 69% and 32% for 4 Byte and 128 

KB messages, respectively, for MPLSend/MPLRecv using GPU Direct RDMA 

on InfiniBand systems. Now, GPU Direct RDMA is available in MVAPICH2, 

OpenMPI, and CRAYMPI. In the worst case, without GPU Direct RDMA, five 

copies are needed, as shown in Fig. 2.11, to transfer data between GPUs found in 

different nodes. The data is first copied from the GPU's memory to the CUDA 

driver buffer's memory found in the main memory. Another copy transfers the 

data to the network driver buffer, also in main memory. The next copy takes the 

data across the network to the network driver buffer in the destination node. There, 

another copy is needed to transfer the data to the CUDA driver buffer and, finally, 

a last copy sends the data to the GPU's memory [58]. However, using GPU Direct 

RDMA, only one copy is required to transfer data between GPUs across nodes.

Since rendering is mostly done in OpenGL rather than CUDA, the CUDA 

OpenGL interoperability, provided as part of the CUDA Runtime API, can be 

used as a bridge between CUDA and OpenGL. Initially, it was not possible on 

Tesla class Nvidia GPUs used in supercomputers to run both CUDA and OpenGL 

at the same time, but this capability is now available in the Nvidia K20m, K20X, 

K40, and K80 GPUs [59]. The only additional requirement for running OpenGL 

is to have an X Server, which is needed to create an OpenGL context. Klein and 

Stone [60] describe how to get OpenGL working on a Cray XK7 accelerator. Also, 

some GPU-accelerated supercomputers, such as the Piz Daint supercomputer in 

Switzerland, have an X Server module that can be loaded as needed.
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Fig. 2.1. Splatting for DVR. The arrows show the direction each sample is splatted 
onto an image plane.

Fig. 2.2. Texture-based volume rendering. The top view is shown on the left and 
the camera aligned slices are shown on the right.

Fig. 2.3. Rays are sent through each pixel of the image plane and blended in a 
back-to-front or front-to-back manner.
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Fig. 2.4. Schematic representation of the human eye.
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Fig. 2.5. Geometric setup of the DVR implementation of DoF.
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Fig. 2.6. Types of parallel rendering: left diagram is sort-first; middle diagram is 
sort-middle, and right diagram is sort-last.
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Fig. 2.7. Parallel direct send: the green rectangle shows the region each process 
is authoritative on. The arrows show the direction of the image exchanges. The 
gray rectangle indicates the region for which the process has data that it is not 
authoritative on, and will be sending out.

Fig. 2.8. Tree compositing: the green rectangle shows the region each process is 
authoritative on. The arrows show the direction of the image exchanges. The 
gray rectangle indicates the region for which the process has data that it is not 
authoritative on, and will be sending out.
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Fig. 2.9. Binary swap: the green rectangle shows the region each process is 
authoritative on. The arrows show the direction of the image exchanges. The 
gray rectangle indicates the region for which the process has data that it is not 
authoritative on, and will be sending out, and the white sections indicates regions 
for which a process has no data.

Fig. 2.10. Radix-k: the green rectangle shows the region each process is authorita
tive on. The arrows show the direction of the image exchanges. The gray rectangle 
indicates the region for which the process has data that it is not authoritative on, and 
will be sending out, and the white sections indicates regions for which a process 
has no data. Vector k in this case is 4 and 2.
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Chipset

■ No GPU Direct RDM A

■ GPU Direct RDMA

Fig. 2.11. Inter-node GPU communication with and without GPU Direct RDMA. 
The yellow circles show the copies: 1, copy from the GPU memory to the CPU 
memory in node 1; 2, copy from the CUDA Driver buffer to the network dirver 
buffer in the system memory of node 1; 3, copy across the interconnect from node 1's 
network driver buffer to node 2's network driver buffer; 4, copy from the network 
driver buffer to the CUDA driver buffer in node 2; and finally 5, copy from CUDA 
driver buffer to the GPU memory of the GPU in node 2
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TABLE 2.1. Monocular static depth cues.

Depth Cue Description
Atmospheric Per
spective

Objects far away from us appear blurred and with a 
tint of blue.

Depth of Focus Objects in focus appear sharp and those not in focus 
appear blurred.

Familiar Size When we use our prior knowledge of the world to 
judge distances, e.g, the smaller a plane looks in the 
sky, the further away from us we know it is.

Occlusion Objects in front of others overlap those at the back and 
so hide part of the back objects.

Perspective Parallel lines appear to converge at infinity.
Relative Size Objects that are far away from us take a smaller area 

in our field of view.
Shading Bright
ness

Objects that are far from us tend to appear more dimly 
lit than objects that are close to us.

Shadow When we know where the light source is, we make 
use of where the shadow will fall to decide where the 
object is.

Texture Gradient Fine details are clearly seen for objects that are close to 
us compared to objects that are far away.



CHAPTER 3

EVALUATING DEPTH OF FIELD FOR 

DEPTH PERCEPTION IN DVR 

3.1 Introduction
Estimating the horizontal and vertical positions of features in a 2D image is quite 

easy, but estimating the depth of features is harder. Depth understanding relies on 

using depth cues that help us understand the position of features relative to each 

other in an image. In DVR, the common depth cues are perspective, occlusion, 

and shadows. Occlusion and shadows are particularly useful for solid surfaces. 

Lindemann et al. [7] conducted a user study on the use of different illumination 

methods [61] and found that directional occlusion shading [8] (DOS) brings about 

20% improvement in ordinal depth perception. However, for highly translucent 

surfaces, as shown in Fig. 3.1, DOS is much less effective. In this chapter, we 

investigate the use of depth of field in DVR. Depth of field adds a focusing depth, in 

contrast to illustration methods, which add a shading/shadow depth cue. Focusing 

depth cues are less likely to be negatively affected by transparency.

In very simple terms, depth of field is the region of an image that appears to 

be sharp. For example, in Fig. 3.2, the two padlocks that are not blurred are in 

the depth of field region of the image; the padlocks before and after that region 

appear blurred. We also need to differentiate among the three kinds of depth 

descriptors: absolute, relative, and ordinal. Absolute descriptions are usually 

quantitative and are defined in units such as meters or relative to the viewer's 

body. Relative descriptors relate one property to another. They can be further 

broken down into relative and ordinal. "Relative descriptions relate one perceived 

geometric property to another (e.g., point a is twice as far away as point b). Ordinal 

descriptions are a special case of relative measure in which the sign, but not the



magnitude, of the relations is all that is represented" [24]. Our focus is on ordinal 

depth as absolute depth, for different datasets, can mean very different things yet 

the datasets can appear to be of similar size in a volume-rendered image.

3.1.1 Main Contributions

In this chapter, we study the use of depth of field (DoF) and its impact on the 

perception of ordinal depth in DVR to establish the conditions under which it is 

most beneficial. The DoF technique proposed by Schott et al. [1] was implemented 

in the SLIVR renderer of the VisIt visualization software [5]. The experiment is run 

on site to control experimental parameters such as screen quality, luminosity, and 

attention of subjects. Three hypotheses tested were:

1. HYP1: DoF will help improve the accuracy of ordinal depth perception in a 

volume-rendered image in which there are multiple features.

2. HYP2: DoF will help improve the speed of ordinal depth perception in a 

volume-rendered image in which there are multiple features.

3. HYP3: If users view a moving focal plane, correct perception of ordinal depth 

will improve.

To the best of our knowledge, this is the first comprehensive user study on the 

use of DoF as a depth cue in DVR. The main contributions of this project are:

• Establish whether DoF is a useful depth cue in volume-rendered images.

• Determine for which kind of datasets DoF is most helpful.

3.2 Depth of Field
The mechanics of DoF can be derived from the Thin-Lens equation:

1 1 1
f  =  -  +  -  (3.1)f  S Zf

where f  is the focal length, s is the distance from the lens to the focal plane, and 

Zf is the distance from the lens to the object as shown in Fig. 3.3 (a). When light 

from a point in the scene passes through a camera lens, it should ideally be focused 

on a single point on the image plane. However, if the image plane is not in the 

correct position, the point is mapped to a circular region instead, c in Fig. 3.3 (a). 

The diameter of the region c can be determined according to equation 3.2:
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where c(z) is the diameter of the circle of confusion and A is the aperture of the 

lens as shown in Fig. 3.3 (b). Fig. 3.3 (b) also shows that on both sides of the 

focal distance Zf, we can have regions having similar diameters for the circle of 

confusion, which would translate to the same amount of blur in an image. The 

main difference between the regions, before and after the focus region, is the rate at 

which the amount of blur increases in each region. The rate at which blur increases 

in the region between the camera and focal length is much greater than the rate at 

which it increases after the focal length.

3.3 Depth of Field for DVR
DoF is implemented as shown in Fig. 3.4. A GPU slice texture-based volume 

renderer is used and the scene is broken down into two sections: before and after 

the focal plane. For the part between the focal plane and the front of the volume 

(where the camera is), the volume is processed from the front of the volume to the 

focal plane (in a front-to-back manner), and each slice is blurred according to its 

position. For the part behind the focal plane, the volume is processed from the end 

of the volume to the focal plane (in a back-to-front manner). Each rendered slice is 

blended with a blurred region of the previous slice. The blur kernel's size decreases 

as the slice approaches the focal plane. Two directions are needed to ensure that 

the in-focus region does not contribute any of the blurred regions. A more detailed 

description of the algorithm with a pseudocode can be found in [1].

3.4 User Study Setup
The aim of the experiment is to determine whether DoF provides a better 

understanding of the ordinal depth of different features in a volume-rendered 

image. More specifically, we want to be able to check these three hypotheses: 1) 

DoF helps improve the accuracy of the determination of ordinal depth; 2) DoF helps 

improve the speed of the determination of ordinal depth; 3) if users can change the 

position of the focal plane, correct perception of ordinal depth will improve.
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To test the three hypotheses, we carry out a static experiment and a dynamic 

experiment. In the static part, we show the test subjects a number of images and 

we ask them to select which of two circled features (located at different depths in 

the image) is in front. Fig. 3.5 shows an example of this. In the dynamic part, we 

show a video of a DVR dataset where the focal plane sweeps from the front to the 

back and back to the front. Here again two features are circled at different depths, 

and the subject is asked to decide which one is in front. As discussed by Knill [62], 

the influence of depth cues varies depending on the task. A specific depth cue 

might be important for one task but not very relevant for another. Consequently, 

to make our experiment as general as possible, we decided to have minimal user 

interaction.

3.4.1 Stimuli Description

To generate the stimuli, DoF was implemented, as described in Section 3.2, in 

the SLIVR renderer of VisIt 2.4.2. PsychoPy 1.7.4 [63] was used to display the 

images and movies to the subjects and to collect their answers.

As can be seen from Fig. 3.6, the background color for each dataset is different. 

The background color, except for the flame dataset where the background color 

interfered too much due to the highly transparent nature of the image, was carefully 

chosen by computing the Michelson contrast as follows: the image is generated in 

VisIt with a background that can be easily removed from the image such as pure 

green (RGB: 0 1 0) or pure blue (RGB: 0 01) depending on the image. The Michelson 

contrast [64] is computed for all the colors that do not match the pure green or blue 

as follows:

Mc =  Lmax Lmin (3.3)
Lmax +  Lmin

where Mc is the Michelson Contrast, Lmax is the maximum luminance, and Lmin is 

the minimum luminance where luminance [65] is calculated as follows:
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L =  0.2126 * Red +  0.7152 * Green +  0.0722 * Blue (3.4)



where Red, Green, and Blue are the RGB components of the color. The background 

color is assigned to be a gray RGB value (same red, green, and blue) for which 

calculation of the Michelson contrast with the background is the same as calculating 

the Michelson contrast with only the dataset ignoring the background.

Five of the six datasets, shown in Fig. 3.6, were used for the first static part of 

the experiments for the following reasons: first, because of time constraints, we 

did not want the experiment to last too long but still manage to have enough data 

per dataset and, second, some features of the torso dataset would disappear when 

blurring was applied, and the subjects would see an empty ellipse or sometimes 

the feature behind the selected feature.

The datasets and their associated transfer function were selected so that a range 

of shapes were presented, some of which are familiar, such as the tree-shaped 

bonsai, and unfamiliar, such as the flame dataset, to the test subjects who were 

not regular users of volume rendering. Also, each resulting image generated has 

a different number and type of depth cue. The depth cues present are occlusion, 

perspective, relative size, familiar size, and texture gradient. For this test, we did 

not use shadows or changes in shading. The perspective projection settings is 

controlled so that all datasets have the same settings. Table 3.1 shows a taxonomy 

of the depth cues for the images in Fig. 3.6 that we used and Table 3.2 describes each 

of the images. The minimum separation between the features to be selected in an 

image was 5% of the whole depth of the volume and the maximum separation was 

60%. The number of test images for each separation range is shown in Table 3.3.

Also, one of the characteristics of a good user study [66] is verifying that the 

participants are committed to answering truthfully, which can be accomplished in 

this case by verifying that perspective projection shows improvement compared to 

using orthographic projection. Perspective projection makes objects that are closer 

to the viewer appear larger than objects that are farther away, giving an additional 

depth cue.
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3.4.2 Environment Setup

The experiment was conducted on site to ensure a similar environment setting 

for all participants. The study was carried out in a room where the curtains 

were closed and illuminated by white fluorescent tube light. Closing the curtains 

ensured that the lighting conditions did not vary during the day based on the 

position of the sun so that the test subjects do not experience different lighting 

conditions that might affect the colors on the computer screen. Moreover, the 

performance of the eye-tracker we used requires specific light condition for better 

tracking accuracy, which can be controlled with fluorescent light. Eye tracking is 

not the most important part of the study but was included to see if it would help 

us understand the results of the experiment. The T2T (Talk to Tobii) [67] package 

was used to interface with the Tobii T60 eye-tracker [68].

3.4.3 Apparatus

A Macbook Pro was used to run PsychoPy, which was connected to the eye- 

tracker. A gamepad was used as the input device as it is more ergonomic than 

a keyboard or mouse. On the gamepad, the test subjects pressed any of the 

left buttons to select the left feature and any of the right buttons to select the 

right feature. A simple and easy-to-use input interface is important since the 

subjects spent on average 30 minutes for the whole experiment and so we wanted 

to make it as easy and as less tiring for them as possible to try to minimize the 

impact of boredom and fatigue. Also, interaction with a gamepad is less likely 

to introduce perceptual bias as it offers a simple and straightforward method of 

entering selection.

3.4.4 Participants and Design

Twenty-five subjects (6 females and 19 males) participated in the user study. All 

test subjects had good eye sight or corrected vision; seven wore glasses and none 

were color blind. All but one test subject reported being right handed. The age 

range is shown in Table 3.4. All participants had some experience with computer 

graphics through games or movies, but most of them were not familiar with
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volume rendering: none of them were students, researchers, or users developing 

or working with volume rendering.

A within-subject design was used in which all the participants completed all 

the tests. The experiment, carried out over 2 days with 25 participants, used a two- 

alternative forced-choice methodology [69]. Each participant spent approximately 

30 minutes completing the experiment (along with calibrating the eye-tracker and 

training for the experiment) and each test was followed by a debriefing session.

3.4.5 Experimental Procedure

To test the three hypotheses, two experiments were carried out: a static experi

ment that featured only images and a dynamic experiment in which the focal plane 

was moving. Both experiments were conducted as follows:

1. Calibration of the eye-tracker: The subject was asked to stare at a red circle 

on the screen that appeared for 4 seconds at one position and then jumped to 

another position. The calibration stage lasted about 1 minute.

2. Training for the static part of the experiment: First, the overall task was 

explained to the user. The input device to be used, the gamepad, was 

introduced and the subject was briefed on how to use it. Next, seven training 

images were presented, four with DoF and three without. In each image, two 

features were circled with an ellipse, and the subject was asked to select which 

one is in front. We requested the correct answer for each before proceeding 

to the next image to ensure that the subject understood the task at hand. On 

completing this phase, we informed the subjects that they would now start 

with the experiments, but now they would not be required to give the correct 

answer to proceed to the next image.

3. The static experiment: Each of the 150 images was shown to the test subject 

who is asked to select which feature appears to be in front. The circle around 

the chosen feature changed color on being selected and the next image was 

presented. Response time and answers were recorded along with the eye 

tracking data.



4. Training for the dynamic experiment: A short animation describing the 

motion of the focal plane was presented to the user along with an explanation 

on what they have to do.

5. The dynamic experiment: Each of the 20 videos was shown and the test 

subject was asked to choose which of the two circled features appears to be 

in front. The answer was recorded along with the eye tracking data.

6. The experiment ended with a debriefing session during which the subject 

was asked for verbal feedback on the experiment, which was recorded by the 

experimenters.

3.5 Static Experiment
To test the first two hypotheses, whether DoF helps improve the speed and 

accuracy of perception of ordinal depth in a scene, we conducted the following 

experiment with 150 images of five datasets (aneurysm, backpack, bonsai, flame, 

and Richtmyer-Meshkov instability) under six different conditions:

1. orthographic projection

2. orthographic projection and front feature in focus (DoF Front)

3. orthographic projection and back feature in focus (DoF Back)

4. perspective projection

5. perspective projection and front feature in focus (DoF Front)

6. perspective projection and back feature in focus (DoF Back)

In each image, we presented the subject with two features. Each feature was 

surrounded by an ellipse and located at different horizontal positions so that it was 

clearly distinguishable which one was on the left and which one was on the right. 

The features were located at different depths, and participants were asked to choose 

the one they perceived as being in front. To select the left feature, the subject had to 

press on any of the left buttons on a gamepad, and vice versa for the right feature. 

Fig. 3.5 (a) shows an example image from the user study. Upon choosing a feature, 

the color of the circle changed. The order in which the different images were shown 

was randomized so as not to have all images under one specific condition or for a 

particular dataset following each other. However, all participants were shown the
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test images in the same pre-randomized order. The submitted answer and the time 

taken was recorded for each test image.

3.5.1 Results

The average correctness and completion times recorded during the experiment 

were used to analyze the results.

The overall comparison of average correctness under the six conditions for 

all subjects reveals that there is a significant difference in the results for average 

correctness [one-way, repeated-measures ANOVA, F(2.2,52.8) = 49.754, p <0.001]. 

Fig. 3.7 (a) shows the results for average correctness per task. For the individual 

datasets, when the average correctness under the six different conditions per dataset 

is compared, we see a statistically significant difference for average correctness of 

the results [two-way, repeated-measures ANOVA, F(20,480) = 35.153, p <0.001]. 

Fig. 3.8 (a) shows the average correctness and Fig. 3.8 (b) the mean response time 

for each dataset. Running ANOVA for the response time shows that there is 

a low statistically significant difference between the means for perspective and 

perspective DoF front [one-way, repeated-measures ANOVA, F(1,24) = 6.6, p 

<0.017]. Standard error is computed as follows: o /  'sjn where n is the number 

of observations.

We had hoped the eye-tracker would show users trying to find the separation 

between the in-focus and out-of-focus region before making a decision. Unfortu

nately, for most test subjects, such a behaviur was not observed. We noticed that 

their gaze jumped from one of the circled features to the other. In some cases, 

their gaze would linger on some of the central figures, such as the canister in the 

backpack dataset, or they would try to follow the veins in the aneurysm dataset.

3.5.2 Discussion

The results show that, as expected, perspective projection is better than ortho

graphic, but hypotheses 1 and 2 are not fully validated.

Perspective projection is expected to be better than orthographic projection 

because it causes objects in front to appear larger, and humans are used to having 

larger objects in front of smaller ones. This is confirmed in Fig. 3.8(a) where
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the average correctness from perspective projection is higher than the average 

correctness from only ortographic projection.

The first hypothesis, DoF will help improve the accuracy of ordinal depth 

perception in a volume-rendered image where there are multiple features, is only 

partially validated. HYP1 is supported by the experiment if DoF is in front but is not 

supported by the experiment if DoF is on the back feature due, we believe, to depth 

cue conflict. Drascic et al. [70] reported that when depth cues provide conflicting 

information, there is an increase in uncertainty and a decrease in accuracy. Humans 

are used to seeing objects far away as blurred whereas those close to us are usually 

well defined. When DoF is on the back feature, the front feature appears blurry, 

contradicting what we are used to seeing. Boucheny et al. [9] reported a similar 

incident in their user study for volume rendering. In their first experiment, they 

had two cylinders arranged in different z depths, and the subjects were asked to 

state which one was in front of the other. Whenever the small cylinder was in front, 

the percentage of correct answers would drop drastically, from 70% to 30%, likely 

due to depth cue conflict since we are used to seeing objects close to us as big and 

far away objects as small.

The second hypothesis, DoF will help improve the speed of ordinal depth 

perception in a volume-rendered image where there are multiple features, is not 

fully validated. We saw that both accuracy and speed improved when DoF is 

applied on the front feature in all cases except the bonsai. The average correctness 

for the bonsai dataset increased from 57% for perspective projection with DoF to 

82% for perspective projection with DoF front, but the participants took more time 

to make a decision, perhaps because they spent more time analyzing the image 

since they had more information at their disposal. The decrease in speed when 

DoF is on the back feature can be explained by depth cue conflict. The flame dataset 

is an exception to that. During debriefing, many participants found that the flame 

dataset, with or without DoF, was still extremely hard to understand, and so they 

often gave up trying to find the correct answer as they deemed the task too hard.

We also identified a pattern in our results that seems to be linked to the datasets. 

Namely, we saw that the Richtmyer-Meshkov instability and the bonsai seemed to
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have similar results: both have a slight difference between perspective and DoF 

with perspective on the back feature, and a marked improvement for perspective 

with DoF front. We believe this pattern is the result of humans being familiar with 

the two shapes. The Richtmyer-Meshkov instability looks like a landscape (though 

it is a computational fluid dynamics dataset) and from the eye tracking data, we 

saw that the subjects' gaze swept through it as if it were a landscape. Moreover, 

during the debriefing, it was often referred to as a "landscape" by the participants. 

The bonsai looks like an ordinary tree. Therefore, familiarity with the shape helped 

the subjects in identifying the correct location of the features; familiarity is also one 

of the main depth cues people use to correctly determine depth. For response 

time, we saw that the response speed for perspective DoF front is higher for the 

Richtmyer-Meshkov than for any other dataset and condition.

The backpack dataset proved to be very challenging for the subjects to un

derstand. We usually have a floor or ground in the real world that we use 

as frame of reference for the horizon, but here, everything appears to float in 

mid air. Perspective projection aided viewers as the closer small spherical-like 

objects appeared bigger than the remote ones. The result is strikingly similar to the 

aneurysm dataset. Both datasets have similar average correctness values for the 

perspective, perspective with DoF front and perspective with DoF back. The mean 

response times are quite similar except for DoF front. We believe that this is due to 

similarities between these two datasets: both lack a floor-like structure and have 

shapes that are not very common.

The flame dataset was the hardest for the subjects to understand. Adding 

DoF on the front feature helped increase correct perception from about 33% to 

55%. However, when DoF was applied on the back feature, participants never 

answered correctly. The reason why the test subjects had so much trouble with 

this particular image is the amount of translucency present. If the flame dataset 

had been rendered using a transfer function that makes the dataset appear opaque, 

with distinct surfaces, we believe that the resulting volume rendered image would 

have been easier to understand. Humans perceive surfaces in everyday life, so 

understanding depth in these cases is quite easy. On the other hand, translucent
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objects with fuzzy undefined surfaces are quite rare in everyday life, which could 

also be the reason why this image was hard to understand. Breaking down the 

results per dataset, we observe the same behavior: DoF on the front object helps 

reinforce the correct perception that an object is closer to the viewer.

3.6 Dynamic Experiment
To test the third hypothesis, whether being able to change the position of 

the focal plane will improve the correct perception of relative depth, a second 

experiment was carried out. To minimize user interaction, which could introduce 

bias in the experiment [71], we made a video of the focal plane sweeping from 

the front to the back and back to the front. This part of the experiment is referred 

to as the dynamic part of the experiment. We had 20 videos of the six datasets 

(aneurysm, backpack, bonsai, flame, Richtmyer-Meshkov instability, and thorax) 

each lasting approximately 17 seconds. We recorded only the answers, not the 

time, as the subjects are asked to watch each video completely before answering.

3.6.1 Results

Fig. 3.9 shows the average success rate for the different datasets. The accuracy 

rate is around 90% for the aneurysm, backpack, bonsai, and Richtmyer-Meshkov 

instability, but the accuracy for the translucent datasets of the flame and thorax is 

lower. From Fig. 3.8 (a), we see that having DoF in the dynamic part is not much 

better than DoF on the front feature except for the bonsai dataset. Doing an ANOVA 

to compare the means for DoF Front and dynamic [two-way, repeated-measures 

ANOVA, F(2.28,68.2) = 1.58, p <0.204] reveals that there is no statistically conclusive 

difference between the means of these two. However, as shown in Fig. 3.10, the 

performance with videos seems to improve after repeated exposure. Note that time 

is not used here as a performance metric as the subjects were advised to watch the 

whole video, which evened out the response time.

3.6.2 Discussion

Hypothesis 3, if users view a moving focal plane, correct perception of ordinal 

depth will improve, is not validated by this experiment. From Fig. 3.8 (a), we see
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that a static DoF focused on the front feature is often better than having a moving 

plane, except for the aneurysm and the bonsai. However, a video is always better 

than DoF on the back feature, which significantly degrades accuracy.

During the debriefing session, we found that the most accurate answers were 

from subjects who quickly understood that since the focal plane was sweeping 

from the front to the back and back to the front, the feature that appears not blurred 

first is the one in front. If they missed the ordering on the first pass, they would try 

to see it on the second pass. The less successful subjects usually had to see more 

videos to understand the mechanics of the moving plane; the front feature is the 

first that will appear in focus. Also, from the debriefing session, we learned that 

some subjects were focusing on one feature and did not see when the other feature 

was changing from out of focus to in focus, which might not have been the case if 

the subject could directly control moving the plane. The subjects would have been 

able to check exactly when each feature moved in and out of focus.

We also see that transparency is still a major issue even in the videos. For 

datasets that have hard surfaces, accuracy improves unlike for the flame and the 

thorax (translucent datasets), for which we still see a quite low accuracy rate. One 

of the issues with the translucent surfaces is they can disappear after DoF has 

been applied. For these datasets, we probably need a finer control over the focus 

to improve the results. Here again we have mixed results. With videos, DoF 

performance is more consistent; the subjects correctly identified which of the two 

circled features was the front one. However, this did not match our expectations of 

having better performance when compared to DoF front in static cases for all the 

datasets.

3.7 Guidelines
Based on what we have observed, we would recommend that to improve 

perception of ordinal depth, it is very important that DoF be used on the front 

object and not the back for static images. Using DoF on the front object successfully 

reinforces the correct perception of depth. If the feature that needs to be focused 

on is near the back of the volume, rotating the volume by 180 degrees about the
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y-axis to bring that feature to the front might be worth considering. We would 

also encourage users to have as many depth cues as possible. In line with other 

research on depth perception, we see that the more depth cues we have, the easier 

it is for the users to correctly understand the arrangement of objects.

Using a video would be beneficial if this option is available, especially if the 

back feature needs to be in focus. The negative impact of having DoF on the back 

object that we notice in static images is reduced here as the users can see features 

moving in and out of focus. However, the users should be told exactly what to 

expect so that they are not surprised by an animation popping up. As shown in 

Fig. 3.10, results improve over time as the participants become familiar with the 

videos.

3.8 Summary
We have conducted a user study on the impact of DoF for ordinal depth 

perception in DVR. From our results, we see that using DoF on the front object 

reinforces correct perception of depth in DVR. However, putting DoF on the back 

object leads to depth cue conflicts, and the results are worse than not using DoF. 

Appropriate use of DoF provides a consequent improvement in terms of correct 

depth perception for general cases in DVR. For the dynamic part of the experiment, 

we saw a general overall improvement, though performance is still worse for highly 

translucent datasets.
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Fig. 3.1. Flame dataset: (a) original rendering and (b) with occlusion shading. We 
see that having ambient occlusion does not improve relative depth perception in 
this type of image.

Focu 5 Distance

Fig. 3.2. Depth of field for camera imaging padlocks. Left: diagrammatic 
representation, right: actual photo.
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Fig. 3.3. Mechanics of depth of field: (a) lens setup and (b) circle of confusion.

Sampling from Previous

Fig. 3.4. Geometric setup of the DVR implementation of DoF
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Fig. 3.5. The backpack dataset displayed from the side in (a) and from the front in 
(b) where the focus plane is shown as a dashed line. The features from which to 
choose from have been circled and we can see that the features are quite far apart.

Fig. 3.6. The six datasets used: (a) aneurysm, (b) backpack, (c) bonsai, (d) flame, 
(e) Richtmyer-Meshkov instability, and (f) thorax.
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Fig. 3.7. Results for the static experiment: (a) average correctness for the different 
conditions (with static images) of the experiment with standard error, and (b) 
average response time for the different datasets and conditions (with static images) 
of the experiment with standard error.
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Fig. 3.8. Results for the static experiment per dataset: (a) average correctness for 
the different datasets, including static and dynamic, and (b) mean response time 
taken for the different datasets and conditions. Note: the 0 value for the flame 
dataset for perspective DoF Back indicates that all answers were wrong.
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TABLE 3.1. Images and their associated depth cues. We have three levels for each: 
high, medium (Med), and low to indicate how useful each depth cue is expected 
to be in each volume-rendered image.

Dataset Occlusion Relative
Size

Familiar
Size

Texture
Gradient

aneurism High Med Med Med
backpack Low Med Low Low
bonsai High High High High
flame Low Med Low Low
thorax Med Med Low Low
Richtmyer-Meshkov
instability

Med Med Med High

TABLE 3.2. Description of the images.

Image Description
aneurysm Has lots of occlusion that should be quite helpful to perceive 

depth, but the complex network of veins is quite confusing.
backpack The ear buds are totally disconnected and appear to float in mid 

air, which is quite unfamiliar. Moreover, even for people who are 
familiar with depth of field, they normally see it as a progression 
over the image. This is not the case here. The background is 
not blurred, only the volume is. However, there is still some 
occlusion that could be helpful.

bonsai / 
Richtmyer- 
Meshkov 
instability

People are familiar with such shapes. The Richtmyer-Meshkov 
instability looks like a landscape (though it is not one), and 
everyone is familiar with seeing trees. Moreover, these shapes 
tend to have similar depth cues, as shown in Table 3.1.

flame This is a combustion dataset that is extremely hard to understand. 
The chosen transfer function is what chemical engineers have 
used to visualize this data. One of their complaints was that it is 
very hard to understand this static image in a publication and so 
wanted to know if DoF could help in this case.

thorax This image is complex due to the presence of many structures, 
some of which are quite transparent and faded completely when 
DoF was applied. We therefore used it only in the videos.
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TABLE 3.3. The range of separation.

Amount of Separation Number
0 -10% 12
10 - 20% 23
20% - 30% 22
30% - 40% 37
40% - 50% 49
50% - 60% 7

TABLE 3.4. Age range of test subjects.

Age Range Number
15-20 1
21-30 21
31-40 3



CHAPTER 4

TASK-OVERLAPPED DIRECT SEND TREE 

IMAGE COMPOSITING FOR HYBRID 

MPI PARALLELISM 

4.1 Introduction
Supercomputers are now large distributed memory machines that have thou

sands of nodes, each with 10+ cores per node where each core has single instruction 

multiple data (SIMD) parallelism. Exchange of information inside a node is 

through shared memory, which is relatively fast, but exchange of information 

between nodes takes place though the interconnect, which is much slower than 

the compute capability of a node. One of the commonly cited challenges for 

exascale computing is to devise algorithms that avoid communication [72], as 

communication is quickly becoming the bottleneck. Consequently, the focus of 

algorithms for supercomputers is also to minimize communication.

Howison et al. [42] [14] found that using threads and shared memory inside 

a node and MPI for inter-node communication is much more efficient than using 

MPI for both inter-node and intra-node visualization. Previous research by Mallon 

et al. [73] and Rabenseifner et al., [74] summarized by Howison et al., indicates that 

the hybrid MPI model results in fewer messages between nodes and less memory 

overhead and outperforms MPI only at every concurrency level. Using threads and 

shared memory allows us to better exploit the power of these new very powerful 

multicore CPUs. Compositing algorithms, likewise, need to be changed. Instead 

of focusing on distributing the workload, the focus should now be now minimizing 

communication.



4.1.1 Main Contribution

The key contribution of this chapter is the introduction of Task Overlapped 

Direct send Tree, TOD-Tree, a new compositing algorithm for Hybrid/MPI paral

lelism that minimizes communication and focuses on overlapping communication 

with computation. There is less focus on balancing the workload and instead of 

many small messages, larger and fewer messages are used to keep the gathering 

time low as the number of nodes increases. We compare the performance of this 

algorithm with radix-k and binary-swap on an artificial and combustion dataset 

and show that we generally achieve better performance than these two algorithms 

in a hybrid setting.

4.2 Methodology
Since TOD-Tree has been tuned to work on hybrid MPI architectures, a process 

in our case is not a core but a node. At the start of the compositing phase, each node 

has an image that has been rendered from the part of the dataset it has loaded. Each 

image also has an associated depth from the viewpoint. Each node can know the 

depth of the images associated with other processes either through nodes sharing 

that information with each other or a k-d tree could determine the depth of every 

other node since it is often used to determine which part of a dataset a node should 

load, the latter could determine the depth of every other node. Each node sorts 

nodes by depth to know the correct order in which blending should be done. If the 

correct order is not used, the final image will not be correct. Also, from the extents 

of the dataset and the projection matrix used, it is easy to determine the height h, 

the width w, and the number of pixels p in the final image.

4.2.1 Algorithm

The TOD-Tree algorithm has three stages. The first stage is a grouped direct 

send. It is followed by a k-ary tree compositing stage. The display process then 

gathers data in the display stage. In all stages, asynchronous communication is 

used to overlap communication and computation. We first describe the algorithm 

conceptually.
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Each node has a list of nodes sorted from smallest to largest depth. In the first 

stage, the nodes are arranged into groups of size r, which we will call a locality, 

based on their position in the depth-ordered list. Each node in a locality will 

be responsible for a region equivalent to 1/r of the final image. If r is equal to

4, there are four nodes in a locality, as shown in stage 1 of Fig. 4.1, and each is 

responsible for a quarter of the final image. The nodes in each locality exchange 

sections of the image in a direct send fashion so that at the end of stage 1, each 

node is authoritative on a different 1/r of the final image. The colors red, blue, 

yellow, and green in Fig. 4.1 represent the first, second, third, and fourth quarters 

of the final image on which each node is authoritative. Also in Fig. 4.1, there are 

25 processes initially. In this case, the last locality will have five instead of four 

nodes, and the last node, colored orange in Fig. 4.1, will send its regions to the 

first r node in its locality but will not receive any data. In the second stage, the 

aim is to have only one node that is authoritative on a specific 1/r region of the 

final image. The nodes having the same region at the end of stage 1 are arranged 

in groups of size k based on their depth information. Each node in a group sends 

its data to the first node in its group, which blends the pixels, similar to k-ary tree 

compositing [39], [40], [12]. This stage can have multiple rounds. For example, in 

stage 2 of Fig. 4.1, six processes have the same quarter of the image, and therefore, 

two rounds are required until only one node is authoritative on a quarter of the 

image. Finally, these nodes blend their data with the background and send it to the 

display node, which assembles the final image, stage 3 in Fig. 4.1. We now describe 

in detail how we implement each stage of the algorithm, paying attention to the 

order of operation to maximize overlapping of communication with computation.

Algorithm 1 shows the setup for the direct send stage. There are a few design 

decisions to make for this part. Asynchronous MPI send and receive allows overlap 

of communication and computation. Posting the MPI receive before the send lets 

messages be received directly in the target buffer, instead of being copied to a 

temporary buffer and then copied to the target buffer. To minimize link contention, 

not all nodes try to send to one node. Depending on where they are in the locality,
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Algorithm 1: Stage 1 - Direct Send 
Determine the nodes in its locality 
Determine the region of the image the node owns 
Create a buffer for receiving images 
Advertise the receive buffer using async MPI Recv 
if node is in first half o f locality then 
| Send front to back using async MPI Send 

else
|_ Send back to front using async MPI Send 

Create a new image buffer 
Initialize the buffer to 0 
if node is in first half o f region then

Wait for images to come in front-to-back order
Blend front to back

else
Wait for images to come in back-to-front order 

_ Blend back to front 
Deallocate receive buffer

the sending order is different. The buffer used as the sending buffer is the original 

image rendered in that node. To minimize memory use, there is only one blending 

buffer, and so the data must be available in the correct order for blending to start. 

The alternative would be to blend on the fly as images are received, but this requires 

creating and initializing many new buffers, which can have a very high memory 

cost when the image is large. The tests we carried out revealed that the gains in 

performance were not significant enough to outweigh the cost of allocating that 

much memory. The blending buffer also needs to be initialized to 0 for blending, 

which is a somewhat slow operation. To amortize this cost, blending is done after 

the MPI operations have been initialized so that receiving images and initialization 

can proceed in parallel.

The second stage is a k-ary tree compositing, shown in algorithm 2. Again, the 

receive buffer is advertised early to maximize efficiency. Another optimization that 

has been added is to blend with the background color in the last round while waiting 

for data to be received, thereby overlapping communication and computation. 

Also, alpha is needed when compositing but not in the final image. Therefore, 

while blending in the last round, the alpha channel is separated from the rest of the



image. It is still used for blending in that stage but is not sent in the gather stage, 

which allows the last send to be smaller and makes the gather faster.
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gorithm 2: Stage 2 - Tree Region 
etermine if node will be sending or receiving 

Create a buffer for receiving images 
or each round do 

if sending then
1 Send data to destination node 

else
Advertise receive buffer using async MPI Recv 
if last round then

Create opaque image for blending received images 
Create alpha buffer for blending transparency 
Blend current image with the background 
Receive images 
Blend in the opaque buffer

else
Receive images
Blend in image buffer created in stage 1

eallocate image buffer created in stage 1 
eallocate receive buffer

Algorithm 3: Stage 3 - Gather
C
i

e

D

reate empty final image 
f Node has data then

Send opaque image to display node 
lse

if display node then
|_ Advertise final image as receive buffer 

eallocate send buffer from stage 1

Finally, the last stage of the algorithm is a simple gather from the nodes that still 

have data. Since the images have already been blended with the background in the 

previous stage, no computation is needed in this stage. The display node creates 

the final image, which is also the receive buffer, and indicates where data from each 

of the final senders should be placed. As soon as all images are in, compositing is
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done. Also, at the end of this stage, the send buffer used in stage 1 is deallocated. 

Deallocation in earlier stages of the algorithm often involves waiting for images to 

be sent, but in stage 3, the images should have already been sent and so no waiting 

is required, which has been confirmed in some tests we carried out.

The two parameters to choose for the algorithm are the number of regions r and 

a value for k. r determines the number of regions into which an image is split for 

load balancing purposes. As the number of nodes increases, increasing the value 

of r results in better performance. k is used to control how many rounds the tree 

compositing stage has. It is usually best to keep the number of rounds low.

4.2.2 Theoretical Cost

We now analyze the theoretical cost of the algorithm using the cost model of 

Chan et al. [75], which has been used by Peterka et al. [13] and Cavin et al. [48]. Let 

the number of pixels in the final image be n, the number of processes be p, the time 

taken for blending one pixel be y, the latency for one transfer be a, and the time for 

transferring one pixel be ^. Stage 1 is essentially several direct sends. The number 

of sends in a group of size r per process is (r - 1 )  and the number of compositings 

is r - 1 .  Since each of the r groups will do the same operation in parallel, the cost 

for stage 1 is determined according to equation 4.1:

The second stage is a k-ary tree compositing. r tree compositings are taking 

place in parallel. Each tree has p/r processes to composite. The number of rounds 

is logk(p/r). For each round, there are at most k - 1  sends. The cost for the k-ary 

compositing is determined according to equation 4.2:

The cost for the final gather stage is determined according to equation 4.3:

n n  
(r -  1)[(a + -  j8) + -  y]

r r (4.1)

p n n
logk-[(k -  1)[(a + -  j8) + -  y]]r r r (4.2)

n
(a + r  ]S) (4.3)

The final total cost is as shown in equation 4.4:
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p n p n
(2r + (k -  1)log{- -  1)(a + - p) + (r + (k -  1)log/ -  - 1) - y (4.4)

r r r r
The cost for the other compositing algorithms: direct send, equation 4.5; binary 

swap, equation 4.6 and, radix-k, equation 4.7, quoted from the work of Cavin et 

al. [48], are shown below.

p - 1
a(p - 1) + [(p + y)n(——)] (4.5)

p - 1
alog2p +  [(p + y)n(—̂ ~ )] (4.6)

i=r 1
a Y j k ,  - 1) +  [(P +  !')«(V-P— )] (4.7)

i=1 P
where ki is each vector for each of the r rounds of radix-k.

These equations are useful but fail to capture the overlap of communication and 

computation. It is hard to predict how much overlap there will be as communica

tion depends on the congestion in the network, but from empirical observations, 

we have seen that the equation acts as an upper bound for the time that the 

algorithm will take. For example, the total time taken for 64 nodes on Edison was

0.012 seconds for a 2048x2048 image (64MB). We now calculate the time using the 

equation and performance values for Edison on the NERSC website [76]: a  is at 

least 0.25x10-6seconds and the network bandwidth is about 8GB/s, so for one pixel 

(four channels each with a floating point of size 4 bytes) p = 1.86x10-9seconds. The 

peak performance is 460.8 Gflops/node, so y = 8.1x10-12seconds. The theoretical 

time should be around 0.015 seconds. The model effectively gives a maximum 

upper bound for the operation, but more importantly, this calculation shows how 

much time we are saving by overlapping communication with computation. In the 

tests we carried out, we never managed to get 8GB/s bandwidth; we always got 

less than 8GB/s, and yet the theoretical value is still greater than the actual value 

we are measuring.

Fig. 4.2 shows the profile for the algorithm using an internally developed 

profiling tool. All the processes start with setting up buffers and advertising their



receive buffer, which is shown colored yellow in the diagram. This step is followed 

by a receive/waiting to receive section, colored blue, and blending section, colored 

red. All receive communication is through asynchronous MPI receive whereas the 

sends for stage 1 are asynchronous and the rest are blocking sends. The dark green 

represents the final send to the display node, and the dark blue indicates the final 

receive on the display node. As can be clearly seen, most of the time is being spent 

communicating or waiting for data to be received from other nodes. A breakdown 

of the total time spent by 64 nodes on Edison is shown in Fig. 4.3.

As previously mentioned, the most time-consuming operations are send and 

receive, which is one of the reasons why load balancing is not as important anymore, 

and using tree style compositing is not detrimental to our algorithm.

4.3 Testing and Results
We have compared our algorithm against radix-k and binary-swap from the 

IceT library [41]. We are using the latest version of the IceT library, from the IceT 

git repository, as it has a new function icetCompositeImage, which, compared to 

icetDrawFrame, takes in images directly and is thus faster when provided with 

prerendered images. This function should be available in future releases of IceT.

4.3.1 Test Setup

The two systems that have been used for testing are the Stampede super

computer at TACC and the Edison supercomputer at NERSC. Stampede uses the 

Infiniband FDR network and has 6,400 compute nodes that are stored in 160 racks. 

Each compute node is an Intel SandyBridge processor that has 16 cores per node for 

peak performance of 346 GFLOPS/node [77]. Since IceT has not been built to take 

advantage of threads, we did not build with OpenMP on Stampede. Both IceT and 

our algorithm will be compiled with g++ and O3 optimization. Edison is a Cray X30 

supercomputer that uses the dragonfly topology for its interconnect network. The 

5,576 nodes are arranged into 30 cabinets. Each node is an Intel IvyBridge processor 

with 24 cores and has a peak performance of 460.8 GFLOPS/node [76]. To fully 

utilize a CPU and be as close as possible to its peak performance, both threads and 

vectorization should be used. Both SandyBridge and IvyBridge processors have
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256 bit wide registers that can hold up to eight 32 bit floating points; only when 

doing eight floating point operations on all cores can we attain peak performance 

on one node. Crucially, IvyBridge processors offer the vector gather operation, 

which fetches data from memory and packs them directly into SIMD lanes. With 

newer compilers, this can improve performance dramatically. On Edison, we fully 

exploit IvyBridge processors using OpenMP [78] and auto-vectorization with the 

Intel15 compiler.

The two datasets used for the tests are shown in Fig. 4.4. The artificial dataset is 

a square block where each node is assigned one subblock. The simulation dataset 

is a rectangular combustion dataset where the bottom right and left are empty. 

The artificial dataset is a volume of size 512x512x512 voxels, and the images sizes 

for the test are 2048x2048 pixels (64MB), 4096x4096 pixels (256MB), and 8192x8192 

pixels (1GB). The combustion dataset is a volume of size 416x663x416 voxels. For 

the image size, the width has been set to 2048,4096, and 8192. The heights are 2605, 

5204, and 10418 pixels, respectively.

On Edison at NERSC, we were able to get access to up to 4,096 nodes (98,304 

cores), whereas on Stampede at TACC, we have been granted access to a maximum 

of 1,024 nodes (16,384 cores). In the next section, we will show the performance for 

these two cases. Each experiment is run 10 times, and the results are the average 

of these runs after some outliers have been eliminated.

4.3.2 Scalability on Stampede

When running on Stampede, threads are not being used for the TOD-Tree 

algorithm. Both IceT and our implementation are compiled with g ++ and O3 

optimization. This is done to keep the comparison fair and also to point to the fact 

that it is the overlapping of tasks rather than raw computing power that is most 

important here. Also, we are not using any compression as most image sizes used 

are small enough that compression does not make a big difference. At 8192x8192 

pixels, an image is now 1GB in size and having compression would likely further 

reduce communication.
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Fig. 4.5 shows the strong scaling results for artificial data on Stampede. The 

TOD-Tree algorithm performs better than binary-swap and radix-k. The sawtooth

like appearance can be explained by the fact that we use the same value of r for 

pairs of time steps: r=16 for 32 and 64 nodes, r=32 for 128 and 256, and r=64 for 512 

and 1024, and only 1 round for the k-ary tree part of the algorithm. Thus with r=32, 

for 256 nodes, there are eight groups of direct send, but there are only four groups 

of direct send at 128 nodes. Therefore, the tree stage must now gather from seven 

instead of from three processes and so the time taken increases. Also, this means 

that instead of waiting for three nodes to complete their grouped direct send, now 

the wait is for seven nodes. Increasing the value of r helps balance the workload in 

stage 1 of the algorithm and reduces the number of nodes that have to be involved 

in the tree compositing, and hence decreases the sending.

For images of size 2048x2048 pixels, compositing is heavily communication 

bound. As we increase the number of nodes, each node has very little data and so 

all three algorithms surveyed perform with less consistency as they become more 

communication bound and so more affected by load imbalance and networking 

issues. Communication is the main discriminating factor for small image sizes. 

For 8192x8192 images, there is less variation as compositing is more computation 

bound. Also, at that image size, IceT's radix-k comes close to matching the 

performance of our algorithm. On analyzing the results for TOD-Tree, we saw that 

the communication, especially in the gather stage, was quite expensive. Whereas a 

2048x2048 image is only 64 MB, a 8192x8192 image is 1GB and transferring such big 

sizes is expensive without compression, which is where IceT's use of compression 

for all communication becomes useful.

In the test case above, we used only one round for the tree compositing. For 

large node counts, more rounds could be used. Fig. 4.6 shows the impact of having 

a different number of rounds for large node counts. For 256 nodes, there is an 

improvement of 0.018 seconds, but it is slower by 0.003 seconds for 512 nodes 

and 0.007 seconds for 1024 nodes. Having several rounds barely slows down the 

algorithm and can even speed up the results.
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Fig. 4.7 shows the results for the combustion dataset on Stampede. One of the 

key characteristics of this dataset is that at the bottom, there are empty regions. This 

creates load imbalances. Also, the dataset is rectangular and not as uniform as the 

artificial dataset, but it resembles more closely what users are likely to be rendering. 

The load imbalance creates some different situations from the regular dataset that 

affects the IceT library a bit more than it affects the TOD-Tree compositing. This is 

because both binary-swap and radix-k give a greater importance to load balancing 

and if the data is not uniform, they are likely to suffer from more load imbalances. 

The TOD-Tree algorithm does not place that much importance on load balancing.

4.3.3 Scalability on Edison

On Edison, we managed to scale up to 4,096 nodes. The same values of r 

and k were used for up to 1024 nodes, as were used on stampede. These velues 

are: r=16 for 32 and 64 nodes, r=32 for 128 and 256 and, r=64 for 512 and 1024, 

r=128 for 2048 and 4096, and only 1 round was used for the k-ary tree part of the 

algorithm. The results for strong scaling are shown in Fig. 4.8. The performance of 

IceT's binary-swap was quite irregular on Edison. For example, for the 4096x4096 

image, the time taken would suddenly jump to 0.49 seconds after being similar to 

radix-k for lower node counts (around 0.11 s). We therefore decided to exclude 

binary-swap from these scalings graphs. The sawtooth pattern is similar to what we 

see on Stampede for TOD-Tree. Both TOD-Tree and radix-k show less consistency 

on Edison compared to Stampede. On Edison, 8192x8192 images at 2048 and 4096 

nodes are the only instances where radix-k performed better than the TOD-Tree 

algorithm. Again, the main culprit was communication time and TOD-Tree not 

using compression. In the future, we plan to extend TOD-Tree to have compression 

for large image sizes.

Furthermore, to try to better understand the cause of the sawtooth-shaped 

scaling, the TOD-Tree algorithm was modeled by plugging in the latency and 

bandwidth of the Cray X30 internonnect, and the FLOPS of the Ivy Bridge CPU 

of the Edison supercomputer into equation 4.4. The result, for a 4Kx4K image, 

is shown in Fig. 4.9. As we can see, the theoretical model predicts a sawtooth
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appearance which is reflected in the actual runs that were performed on Edison 

and Stampede. This also means that better values of r and k can be chosen to try to 

minimize this sawtooth appearance.

4.3.4 Stampede versus Edison

Fig. 4.10 shows the result of the TOD-Tree algorithm on Stampede and Edison. 

The values of r used are the same as on Stampede for up to 1024 nodes. For 2048 

and 4096 nodes, we set r to be 128. As expected, the algorithm is faster on Edison 

than on Stampede: the interconnect is faster on Edison and the nodes have better 

peak flop performance. On Stampede, we are not using threads, but on Edison, we 

are using threads and vectorization. The gap between the performance is bigger 

for low node counts, as each node has a larger chunk of the image to process when 

few nodes are involved and so a faster CPU makes quite a big difference. As the 

number of nodes increases, the data to process decreases and so the difference in 

computing power is less important as the compositing becomes communication 

bound. The sawtooth appearance is present in both but is amplified for Edison. 

On average, we are still getting about 16 frames per second for a 256MB images 

(4096x4096). At 2048 nodes on Edison, the time taken for TOD-Tree decreases, as 

can be seen in the middle chart of Fig. 4.8.

Fig. 4.11 shows the equivalent comparison but for 8192x10418 images using 

the combustion dataset. It is interesting to note that image compositing - using 

TOD-Tree - on Edison is initially much faster than on Stampede, but at 1024 nodes, 

the difference in time is negligible. When few nodes are used, a great deal of 

computation is required, as each node has a larger image to process and so having a 

powerful CPU is beneficial, but when there is less computation to do, the difference 

in computation power is no longer that important. IceT performs less consistently 

for this dataset probably because of the load imbalance inherent in the dataset.

4.4 Summary
In this chapter, we have introduced a new compositing algorithm for hybrid 

OpenMP/MPI Parallelism and shown that it generally performs better than the 

two leading compositing algorithms, binary-swap and radix-k, on the hybrid
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programming environment. When using the hybrid parallelism, there is a quite a 

large difference between the computation power available to one node compared 

to the speed of inter-node communication. Hence, the algorithm must pay much 

more attention to communication than to computation if we are to achieve better 

performance at scale.
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Sorted from the closest to the furthest in terms of depth | Number of processes (p) = 25

Stage 1: Direct Send Exchange with regions of size 4 (r=4)

Stage 2: K-ary Tree compositing (k=4)

Fig. 4.1. The three stages of the compositing algorithm with r=4, k=4, and the number of nodes p=25. Red, blue, 
yellow, and green represent the first, second, third, and fourth quarter of the image.
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Fig. 4.2. Profile for 64 nodes for 2048x2048 (64MB) image on Edison at NERSC 
with r= 16, k=8. Red: compositing, green: sending, light blue: receiving, dark blue: 
receiving on the display process. Total time: 0.012s.

Fig. 4.3. Breakdown of different tasks in the algorithm.

Fig. 4.4. The two test datasets used for testing: a synthetic dataset on the left and a
combustion dataset on the right.
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Stampede: 2048x2048 Artificial Dataset

32 64 128 256 512 1024

Nodes

Stampede: 4096x4096 Artificial Dataset

Nodes

Stampede: 8192x8192 Artificial Dataset

Nodes

Fig. 4.5. Scaling for the artificial data on Stampede.
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Different number of rounds for tree compositing

■  1 Round
■  2 Rounds

Nodes

Fig. 4.6. Varying number of rounds for the artificial dataset for 4096x4096.
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Stampede: 2048 Combustion Dataset

Nodes

Stampede: 4096 Combustion Dataset

Nodes

Stampede: 8192 Combustion Dataset

Nodes

Fig. 4.7. Scaling for combustion data on Stampede.
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Edsion: 2048x2048 Image - Artificial Dataset

Nodes

Edison: 4096x4096 Image - Artificial Dataset

Nodes

Edison: 8192x8192 Image - Artificial Dataset

Nodes

Fig. 4.8. Scaling for artificial dataset on Edison.
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Nodes

Fig. 4.9. Modelling TOD-Tree using the network latency, bandwidth, and compute 
capability of Edison for 4Kx4K images.

Stampede v/s Edison: Artificial Dataset at 4096x4096

Nodes

Fig. 4.10. Comparing Stampede and Edison for up to 1024 nodes for the artificial 
dataset at 4096x4096 resolution.
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Chevron Dataset at 8192x8192 on Stampede and Edison
Edison: TOD-Tree 
Edison: Radix-k

32 64 128 256 512 1024

Fig. 4.11. Comparing Stampede and Edison for up to 1024 nodes for combustion 
at 8192x10418 resolution.



CHAPTER 5

DISTRIBUTED VOLUME RENDERING WITH 

COMPOSITING ON GPU-ENHANCED 

SUPERCOMPUTERS 

5.1 Introduction
In the push towards exascale, a number of new supercomputers are being 

deployed in the coming years. Three of these supercomputers, Cori at NERSC, 

Trinity at the Los Alamos National Laboratory, and Aurora at Argonne National 

Laboratory, are CPU-accelerated supercomputers and two of them, Summit at Oak 

Ridge National Laboratory and Sierra at Lawrence Livermore National Laboratory, 

are GPU-enhanced supercomputers. Therefore, having an algorithm that can work 

on both CPU-only and GPU-accelerated supercomputers is thus very important. 

Currently (April 2016), two of the top 10 of the Top 500 supercomputers are 

equipped with Nvidia GPUs. GPUs have been so successful for General Purpose 

computing on GPU (GPGPU) that although they were initially developed for 

accelerating graphics, they are now mostly used in supercomputers for computing 

rather than for graphics. Until recently, GPUs could be used only for compute 

or graphics, but not both. However, Nvidia Tesla class GPU K20 and above can 

run both graphics and compute at the same time. Moreover, whereas inter-node 

communication between GPUs previously had to go through the CPU, with the 

introduction of GPU Direct Remote Direct Memory Access (RDMA), GPUs can 

communicate directly over a network with minimal latency. These two changes 

allow us to do both rendering and compositing on the GPU since GPUs are at least 

twice as fast as CPUs for raycast rendering [16].



5.1.1 Main Contribution

This chapter extends the work from the previous chapter where we compared 

the performance of the TOD-Tree algorithm against radix-k and binary-swap on 

an artificial and combustion dataset on CPU-enhanced supercomputers. Here, we 

extend this algorithm to GPU-accelerated supercomputers. The new contributions 

are:

• development of a multi-GPU compositing algorithm based on TOD-Tree that 

takes advantage of modern GPU capabilities

• scaling to 4096 GPUs on Piz Daint, a GPU-accelerated supercomputer

• a workflow that allows seamless transfer, with minimal latency, of renderings 

from an OpenGL context to a CUDA context and uses GPU Direct RDMA for 

compositing

Whereas volume rendering is often done on GPUs, compositing is usually done 

on the CPU [55], [79]. In this work, we do both on the GPU. The only image 

compositing algorithm that we have found for GPUs is parallel direct send in 

the vl3 system [38], which has been scaled to 128 GPUs on the Tukey computer 

cluster at Argonne. In this chapter, we scale to 4096 GPUs on the GPU-accelerated 

supercomputer Piz Daint. As far as we know, this is the largest scaling across GPUs. 

We compare the performance of TOD-Tree scaled to 4096 nodes on two CRAY XC30 

systems: Edison, a CPU-only supercomputer, and Piz Daint, a GPU-enhanced 

supercomputer. We show that GPU compositing achieves performance on par with 

CPU compositing for 2K x 2K and 4K x 4K images, and even better performance 

for 8K x 8K images.

Most visualization software uses OpenGL and shaders to do volume render

ing on GPU. However, GPU Direct RDMA, which allows GPUs to talk across a 

network, does not work in OpenGL; it only works using CUDA. So after ren

dering in OpenGL, we need to switch over to CUDA for image compositing. 

Transferring data from OpenGL to CUDA can be easily done using the CUDA 

OpenGL Interoperability runtime. The usual render target for OpenGL offscreen 

rendering are textures, which is mapped to CUDA arrays using the CUDA OpenGL 

Interoperability. CUDA arrays reside in texture memory but GPU Direct RDMA
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does not work with texture memory, only device memory. Moving data from 

texture memory to device memory can be quite expensive, so we instead render to 

an OpenGL buffer object that can be mapped to device memory. The workflow we 

introduce shows how to do rendering and image compositing using the GPU and 

what is required to modify existing systems to do all the visualization on the GPU. 

This workflow could be very useful for in-situ visualization where simulation and 

visualization can proceed in parallel on the CPU and GPU, respectively. As far as 

we know, this is the first time this workflow has been used.

5.2 Methodology
As mentioned before, distributed volume rendering has three stages: loading, 

rendering, and compositing. Rendering on the GPU is fast, but compositing has 

usually been done on the CPU because of the high latency of inter-node GPU 

communication. The workflow that we describe explains how to minimize the 

latency for inter-node GPU communication.

5.2.1 Workflow for Rendering on the GPU

OpenGL with shaders is the most common option for doing volume rendering 

on the GPU, but the only technology that allows GPUs to talk across a network is 

GPU Direct RDMA, which is available only in CUDA. In this section, we describe 

the workflow that allows the seamless transfer of data rendered from the OpenGL 

graphics pipeline to CUDA using the CUDA OpenGL interoperability runtime.

All OpenGL programs need an OpenGL context. To create a context on Linux, 

the operating systems that most HPC systems use, an X server is required. The 

X server is a program that sits on top of the driver and handles input and output 

from an application. To create a context, the Xlib library is used to connect to the 

X server, and GLX is then used to create a context. On desktop systems, an X 

server is usually started by default, but on compute nodes of HPC systems, the X 

server might have to be explicitly started using #SBATCH — constraint = startx in 

the job submission script to the job scheduling system. In the future, once most 

GPU drivers in supercomputers have support for EGL [80], we should not have to
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initialize an X server to create an OpenGL context. Fig. 5.1 shows the interaction 

that goes on with the GPU, driver, X server, libraries, and application.

Compute nodes in supercomputers are rarely connected to displays. OpenGL 

rendering is, therefore, usually offscreen targeted to a framebuffer object or render- 

buffer object, both of which are usually mapped to texture memory in OpenGL. 

When using CUDA OpenGL interoperability, they will be mapped to texture 

memory in CUDA, but GPU Direct RDMA does not work from texture mem

ory. There are two ways to map data from texture memory to device mem

ory in CUDA. It can be copied to device memory using cudaMemcpyFromArray 

and cudaMemcpyDeviceToDevice or through a CUDA kernel. However, in some 

tests we ran, we found both approaches to be slow for large textures. Using 

cudaMemcpyFromArray, it took about 5 milliseconds for a 4,096 x 4,096 RGBA32F 

image and about 21 milliseconds for 8,192 x 8,192 RGBA32F image. Therefore, 

instead of rendering to a framebuffer object, we render to an OpenGL Buffer Object, 

more specifically to a GL_TEXTURE_BUFFER, which is mapped to device memory 

when using CUDA OpenGL interoperability.

A GL-TEXTURE-BUFFER can store up to 134,217,728 million pixels (a max

imum image size of 8,192 x 16,384 pixels) and behaves like a regular OpenGL 

texture but is only one-dimensional. To store the output of a fragment shader to it, 

we need to map the (x,y) screen coordinates to a one-dimensional position in GLSL 

as follows:

Listing 5.1. Computing fragment location
in t  i n d e x ;
index = ( i nt  ( f l o o r  ( gl_FragCoord . y ) ) -  minY) * 

width + ( i nt  ( f l o o r  ( g LFr agCoor d . x )) -  minX)) ;

where width is the width of the screen, minX and minY are the minimum x and y 

coordinate, and gLFragCoord is an OpenGL variable that stores the coordinates of 

a fragment in screen space.

The steps to render to a GL_TEXTURE_BUFFER instead of a framebuffer in 

OpenGL are:

1. initialize a GL-TEXTURE-BUFFER and bind it to a texture
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2. pass the texture and its width and height and minimum x and y values to the 

shader

3. to receive the uniform in the shader:

layout(rgba32f, binding =  X) coherent uniform im ageBuffer imgOut;

(where X is the texture number and imgOut is the name of the texture)

4. compute the index of where to store the fragment as shown in listing 5.1

5. use imageStore to store the fragment.

Once rendering is done, the texture buffer object can be mapped to CUDA device 

memory using the cudaGraphicsGLRegisterBuffer function. Then CUDA kernels are 

used for blending and GPU Direct RDMA for communication. Rendering to an 

OpenGL buffer object instead of the usual framebuffer is key in the workflow, 

shown in Fig. 5.1, since it allows latency to be kept to a minimum by not having to 

copy any data. Also, changing the rendering target to a texture buffer object in an 

existing program should be quite straightforward.

5.2.2 Compositing Algorithm

Compositing has two main components: communication and computation. In 

the previous section, we explained how communication and computation will be 

done on the GPU. However, we also need the logic for doing compositing; we 

need an algorithm. The algorithm we used is the TOD-Tree algorithm. Com

pared to algorithms such as radix-k and binary swap, TOD-Tree tries to minimize 

communication and hides the latency of inter-node communication by overlapping 

computation with communication. Since GPUs can blend images faster than CPUs, 

communication avoidance is even more important on GPUs than on CPUs. Imple

menting TOD-Tree on the GPU is quite similar to implementing it on the CPU. The 

only changes needed are blending and memory allocation. For blending, CUDA 

kernels are used on the GPU instead of OpenMP with vectorization on the CPU, 

and memory allocations and deallocations are through cudaMalloc and cudaFree. No 

change is needed to use GPU Direct RDMA in the program; the same MPI calls are 

made but the buffers used are in CUDA device memory. In the job script submitted 

to job scheduling system, export MPICH-RDMA .ENABLED JCUDA = 1 is needed
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to activate GPU Direct RDMA, which is verified in the program by checking the 

environment variable using getenv("MPICH RDMAJENABLEDJCUDA”).

For the rendering stage on the GPU, OpenGL 4.4 and GLSL shaders were used 

to implement ray casting volume rendering. The same algorithm was implemented 

in C ++ for the CPU.

5.3 Testing and Results
5.3.1 Test Setup

Most supercomputers have CPUs with many cores, and some are also enhanced 

by coprocessors such as Nvidia Tesla GPUs, which have thousands of cores. For this 

project, we ran our algorithm on a GPU-enhanced supercomputer and compared 

our results against a CPU-enhanced supercompter both CRAY XC30 systems. Also, 

since IceT was not built to run on GPU, we could not do a performance comparison 

using IceT on Piz Daint. Instead, we compared the performance of TOD-Tree 

between CPU and GPU compositing on Edison and Piz Daint, since both are CRAY 

XC30 systems. The test dataset used for comparison is the artifical box dataset 

described in the previous chapter.

The primary test system used for testing is Piz Daint, a Cray X30 supercomputer 

that uses the dragonfly topology for its Aries interconnect network. The 5,272 nodes 

are arranged into 28 cabinets. Each node has an Intel SandyBridge processor with 

eight cores (Intel Xeon E5-2670) that has a peak performance of 211 GFLOPS and a 

Nvidia Tesla K20X GPU that has a peak performance of 3.95 TFLOPS [81]. The peak 

performance of Piz Daint is 7.787 PFLOPS [82]. On Piz Daint, we ran TOD-Tree 

on the GPU using GPU Direct RDMA for communication and CUDA kernels for 

computation. The system we compared against was the Edison supercomputer at 

NERSC. Edison is a Cray X30 supercomputer that uses the dragonfly topology for 

its Aries interconnect network. The 5,576 nodes are arranged into 30 cabinets. Each 

node is an Intel IvyBridge processor with 12 cores (Intel Xeon E5-2695v2) and has a 

peak performance of 460.8 GFLOPS/node. The peak performance of Edison is 2.57 

PFLOPS [76].
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For a fair comparison between between CPU and GPU, all the parallelism 

aspects of the CPU must be used. The TOD-Tree algorithm on Edison has been 

compiled using autovectorization, which uses SIMD parallelism, and OpenMP, 

which uses all the cores of the CPU, on Edison. On Piz Daint, we ran TOD-Tree 

on the GPU using GPU Direct RDMA for communication and CUDA kernels for 

computation. The same value of r for pairs of time steps; r=16 for 32 and 64 nodes, 

r=32 for 128 and 256 and, r=64 for 512 and 1024, r=128 for 2048 and 4096, and only 

1 round was used for the k-ary tree part of the algorithm. The GPU on Piz Daint is 

much more powerful than the CPU on Edison: the Tesla K20X on Piz Daint has a 

peak performance of 3.95 TFLOPS compared to the 460.8 GFLOPS on Edison.

5.3.2 Scaling on Piz Daint

On Piz Daint, we had access to 3,000 node hours, which did not allow us to 

run as many tests as on the other platforms, but we still managed to scale up 

to 4096 nodes/GPUs using the TOD-Tree algorithm for 2048x2048, 4096x4096 and 

8192x8192 images for the artificial dataset. The results are shown in Fig. 5.2.

The 2048x2048 image, topmost graph in Fig. 5.2, has numerous fluctuations. 

These fluctuations, however, all take place within 6 milliseconds, meaning that 

they will barely affect the rendering frame rate. For 2048x2048 images, the overall 

size of the full image is only 64MB, and the many variations can be explained by 

the fact that performance is mainly communication bound. These fluctuations 

decrease as the size of the image increases, and the compositing starts to be 

more computation bound than communication bound. The average coefficient of 

variation for compositing time is 10.3% for 2048x2048 images, 3.7% for 4096x4096 

images, and 1.8% for 8192x8192 images. The sawtooth appearance is similar to 

what we see on Edison and Stampede since the same values are used for the 

parameters r and k for the same number of MPI processes on all three systems.

We compared running TOD-Tree on Edison with Piz Daint since we ran with 

the same number of MPI processes on each, and both Edison and Piz Daint are 

CRAY XC30 systems with the same dragonfly topology and Aries interconnect 

network. The compositing times are very close for 2048x2048 and 4096x4096. The
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difference in time is within 5 milliseconds for 2048x2048 images and usually within 

10 milliseconds for 4096x4096 images with a maximum variation of 20 milliseconds 

at 1024 nodes. For the 8192x8192 image, TOD-Tree is much faster on Piz Daint 

because we believe that for 8192x8192 image, compositing is more computation 

bound and computation on Piz Daint is faster than on Edison. If we compare 

the increase in average compositing time for the 2048x2048 to 4096x4096 image 

(for which the size increases by 4), we see that it has increased by, on average, 

3.7 times on Edison and 3.2 times on Piz Daint. For 4096x4096 to 8192x8192, the 

average increase in compositing time is 7.2 on Edison compared to 3.7 on Piz Daint, 

again for a size increase of a factor of 4. The increase in time on the GPU is quite 

consistent, as shown in Fig. 5.3.

5.3.3 Scaling Across Machines

Fig. 5.4 shows the result of TOD-Tree algorithm on Stampede, Edison, and Piz 

Daint. The values of r and k used are the same on all three supercomputers. As 

expected, the algorithm is faster on Edison and Piz Daint compared to Stampede: 

the Aries interconnect on the CRAY XC30 is faster and the nodes have better peak 

FLOP performance. Whereas on Stampede, we are not using threads, on Edison 

we are using threads and vectorization and using CUDA kernels on Piz Daint. 

The gap between the performance is larger for low node counts, as each node has 

a bigger chunk of the image to process when few nodes are involved, a faster 

processor makes quite a big difference. As the number of nodes increases, the data 

to process decreases and so the difference in computing power is less important 

as the compositing becomes communication bound. The sawtooth appearance is 

present on all three systems. On average, we are still getting about 16 frames per 

second for a 256MB images (4096x4096 pixels). At 2048 nodes, the time taken for 

TOD-Tree decreases, as can be seen in the middle chart of Fig. 5.2.

Finally, if we look at how the performance of TOD-Tree varies as we increase the 

number of nodes from 32 to 4096 nodes for the 2048x2048,4096x4096, and 8192x8192 

images, we notice that there are more spikes and troughs in the 2048x2048 and 

4096x4096 sized images than in the 8192x8192 sized image. The main reason for
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these many fluctuations is that image compositing is communication bound for 

small images. When doing image compositing for 2048x2048 sized images, the 

data exchanged among nodes is usually quite small and so the ratio of latency 

to interconnect transfer speed is quite high, resulting in an overall bandwidth 

low. For large images, the ratio of latency to interconnect transfer speed is low 

and so we benefit from higher bandwidth speed, which makes image compositing 

less communication bound. Communication-bound processes tend to have more 

variations due to the unpredictability of network traffic. These variations are more 

visible in the 2048x2048 sized image since the small fluctuations in network speed 

are more visible when we are looking at resolutions of milliseconds compared to 

resolutions of 50 or 100 milliseconds as in Fig. 5.4.

5.4 Summary
TOD-Tree performs equally well on GPU-accelerated supercomputers, which 

are even better for large images due to the higher peak performance of GPUs. 

There is a large difference between the computational power available to one node 

compared to the speed of inter-node communication. Computation is usually at 

least one order of magnitude faster than communication, so algorithms must be 

designed to pay much more attention to communication than to computation if we 

are to achieve better performance at scale. Also, we have introduced a workflow 

that enables us to seamlessly transfer data from OpenGL to CUDA to allow faster 

overall rendering that can be easily integrated with existing GPU volume rendering 

systems.
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Setup:
Activate X Server
Create OpenGL Context using GLX

Volume Rendering (OpenGL):
Setup OpenGL Buffer Object
Write offscreen Buffer Object in shaders

CUDA - OpenGL Interop:
Map OpenGL Buffer Object to CUDA

Compositing (CUDA):
CUDA Kernels - Blending
GPU Direct RDMA - Communicating

Fig. 5.1. Workflow for GPU rendering.
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TOD-Tree on Edison and Piz Daint: 2048x2048 Image - Artifical Dataset ^
°  Edison

Piz Daint
1 7 -

32 64 128 256 512 1024 2048 4096

Nodes

TOD-Tree on Edison and Piz Daint: 4096x4096 Image - Artifical Dataset

Nodes

TOD-Tree on Edison and Piz Daint: 8192x8192 Image - Artifical Dataset

Nodes

Fig. 5.2. Comparing scaling for Edison and Piz Daint.
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Edison v/s Piz Daint - Artificial Dataset

Nodes

Comparing scaling on Edison and Piz Daint for 4096 MPI processes.

Stampede v/s Edison v/s Piz Daint: 4096x4096 image - Artificial Dataset

Nodes

Fig. 5.4. Comparing Stampede and Edison for up to 1024 nodes for the artificial 
dataset at 4096x4096 resolution.



CHAPTER 6

DYNAMICALLY SCHEDULED 

REGION-BASED IMAGE 

COMPOSITING 

6.1 Introduction
Sort-last distributed volume rendering has three stages: loading, rendering, 

and compositing. The data to be visualized is typically divided so that each node 

has the same amount of data, and ideally, loading and rendering should take the 

same amount of time on each node of a distributed memory machine. However, 

the rendering time is rarely the same across nodes. There are three main reasons 

for this: (1), the features that users want to see are rarely uniformly distributed, 

an example is shown in Fig. 6.1, and the nodes assigned to rendering these empty 

regions, made invisible through a transfer function, have much less work to do and 

will finish early; (2), when using perspective projection, nodes closer to the camera 

produce a larger image compared to nodes far from the camera; (3), if the user 

zooms in on one specific region of a dataset, part of the dataset might fall outside 

the viewing window and not need to be rendered at all.

6.1.1 Main Contribution

The main contribution of this work is an image compositing algorithm that 

uses a scheduler with both spatial and temporal awareness of the compositing 

process. We start by dividing the final image into a number of regions r and create 

a depth-ordered list of nodes for each region. Based on the data loaded by each node 

and the properties of the camera, the spatial contribution of each node to regions 

of the final image can be determined. Nodes not contributing to a region can then 

be removed from that region's list. The scheduler also updates the region list after 

each node is done rendering by eliminating nodes that rendered nothing for a



region. This process ensures that a node not contributing to a region is never made 

to receive data for that region, thus minimizing communication. The algorithm 

then schedules the exchange of images and ensures that no nodes wait for a node 

that is still rendering if another option for compositing is available. Thus when the 

slowest node is done rendering, most of the regions of the final image have already 

been composited and there is minimal overhead to assemble the final image. The 

algorithm uses one MPI rank per node and threads for CPU cores, which Howison 

et al. [42] showed to be better than one MPI rank per core. Auto-vectorization is also 

used to fully leverage the compute capabilities of modern CPUs, and asynchronous 

MPI communication is also used to overlap communication with computation. We 

compare this scheduling-based image compositing algorithm against TOD-Tree on 

the Edison supercomputer at NERSC using a box and sphere artificial dataset and 

a combustion dataset.

6.2 Methodology
As mentioned before, it is rare for rendering on all the nodes of a distributed 

memory machine to finish at the same time. Improving compositing time, therefore, 

requires minimizing the time between when the slowest process finishes rendering 

and compositing is complete; the orange region in Fig. 6.2. For that to happen, 

processes still rendering should not delay compositing.

One of the issues with compositing algorithms such as parallel Direct Send, 

Binary Swap, Radix-k, and TOD-Tree is their lack of awareness of which processes 

have finished rendering and which processes are still rendering, which sometimes 

delays image compositing as processes wait for images from processes that are still 

rendering. Fig. 6.3 shows an example of eight processes doing compositing using 

radix-k. Let us assume that two rounds are needed and vector k = 4,2. If processes 

6 and 0 are still rendering while the remaining processes are compositing, radix-k 

will be stuck in round 1 of parallel direct send. A similar delay would occur in 

Binary Swap and TOD-Tree if some nodes are waiting to exchange images with 

nodes that are still rendering.
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The same set of processes can be represented as a graph, as shown in Fig. 6.4. If 

we blend exclusively based on depth, processes 4,1, 7, and 5 can start compositing 

while waiting for 6 and 0 to finish rendering. Also, since there are never any cycles 

in the graph, we will refer to it as a chain.

This procedure, however, can still be improved upon. If 6 and 0 do not contain 

information relevant to the whole image, they should not delay compositing for 

the whole image. We can then split the image into several regions and have a chain 

for each region of the image. Fig. 6.5 shows an image split into four regions with a 

depth-sorted chain for each region. As we can see, each chain has a different length 

since a node will rarely contribute to all regions of an image. As the number of 

processes increases to hundreds or even thousands, the contribution of one process 

to the whole image lessens. Therefore, stalling the whole compositing because of a 

few slow rendering processes can be avoided; we need to stall only a few regions. 

The key here is the spatial awareness that is inherent in our proposed algorithm.

For our algorithm, we divide the image into a set of r regions with a depth- 

sorted chain for each region. To create the chains for each region, we can gather 

information about the extents of the data each process is loading from MPI, or if a 

k-d tree is used to load the data, this information can be obtained programmatically 

for each region from the k-d tree. Using the extents and camera information camera, 

we can compute the depth of each process and the position and area contributed 

by each process in the final image. For each chain, we also need to decide which 

processes will be responsible for gathering information. To try to ensure that 

different nodes are used to collect information for each chain, the first collector 

node in the chain for region i is the ith node in the chain. The second is the (i + r)th 

node. If a chain has fewer than r nodes, the last node is made the collector node for 

that region. The collector processes are marked with a black circle inside in Fig. 6.5. 

The number of regions in this case is four. The first chain, chain 0 colored pink, has 

only three nodes, so the last node is set as the collector. The second chain, chain 1 

colored cyan, has seven nodes. Therefore, node 1 and node 5 are set as collectors.
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6.2.1 Compositing Algorithm

For our algorithm, we have set aside one process that is not involved in 

compositing or rendering to act as a scheduler. The scheduler builds a chain 

for each region, and the compositing processes contact the scheduler to determine 

with which processes they should exchange images. The chain for each region is 

constructed as indicated in algorithm 4.

81

Algorithm 4: Initialize Scheduler 
Collect the depth and extents for each process 
Sort the processes based on depth 
Construct a chain based on depth 
for each region do

Use the computed depth chain as the starting point 
Compute and store the extents for that region 
for each process in the chain do

Compute the extents of the process 
if extents o f process does not overlap the chain's then 

Delete process from the chain
Adjust the to and from neighbor for deleted process

if length o f chain j number o f regions r then 
| Set last process as collector 

else
|_ Set every r process to be a collector

Create a buffer for final receive
Launch asynchronous MPI receive for final image

Based on the depth information from each process, a depth-sorted chain, as 

shown in Fig. 6.4, is constructed and is used as the initial chain for each region. For 

each region, processes that do not contribute to that region are removed from the 

chain, which creates spatial awareness for each region and reduces the length of 

each chain. In software, each chain is implemented using a hash map, unordered_- 

map in C ++, so that access time is always O(1), and each node of the chain stores the 

neighbor to and from it. The last step is to create a buffer to receive the composited 

image for each region. This step ensures that when the final image regions are sent 

to the display node, they are not written to a temporary buffer but directly to the 

final image.



The scheduler is then started and awaits communication from compositing 

processes. Algorithm 5 shows the algorithm for the scheduler. If the scheduler is 

receiving information from a process for the first time, it also receives the extents of 

the rendered image. The chain for each region was initialized based on the expected 

rendered extents from each process, but depending on the transfer function, some 

regions might not have been rendered for a process. Based on the rendered extents, 

therefore, some nodes are removed from region chains if they do not have any 

information for that region. If that process p was marked as a collector process 

for a specific region, its neighbor is made a collector process, and the process p is 

deleted to minimize unnecessary transfer of data to that process.

Next, the scheduler performs dynamic scheduling by deciding which processes 

should communicate with each other. In each region for which the received process 

is active, the received node in that chain is marked as ready, and the chain is checked 

to see if there is any neighbor process marked as ready. If a valid neighbor is found 

and one of them is a collector process, the noncollector will send its data to the 

collector process. Otherwise, the node having the smaller image will send data to 

the node with the larger image to minimize communication time. In each case, the 

sender node is marked for deletion and the receiver is marked as unavailable. The 

last step of the algorithm is to check if there are any chains that are now empty 

or have only one remaining ready process. If there is only one ready process, it is 

made to send its information to the root node and the chain is cleared. The next 

step is to send all the information at once to each node that has work to do. A 

process might need to send data to a node x for a specific region and receive data 

from the same node x for another region. All the communication to a node from 

the scheduler is done in one step.

Each compositing node runs the compositor algorithm shown in algorithm 6. 

The first time a process communicates with the scheduler once it is done rendering, 

it sends its extents to the scheduler. As mentioned before, based on the transfer 

function, a process will not always render all data it has loaded, and as spatial 

awareness is a key component of our algorithm, we want to update the region 

chains to reflect the state of the rendering. Also, each process will receive in one
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Algorithm 5: Scheduler
while !done do

Wait for communication from the rendering process 
if first communication from the process then 

Receive rendered extents from the process 
for each region do

Determine extents for region 
if extents o f a process does not overlap the chain's then 

Remove the process from the chain 
Adjust neighbors to and from for deleted process

Mark node as active in a chain where it exists 
for each active chain do

if only process in chain then
Mark a process to send information to root
Erase the chain 

else
Find neighbor for incoming node 
if neighbor found then

Determine if sender or receiver 
Mark receiver as processing 
Delete sender from chain 

L Save sender and receiver information

for each active chain do
if size is 1 AND process is ready then 
L Process will send data to root

for each process marked for communication do 
L Send information 

if all chains are empty then 
|_ Exit Scheduler

message all the other processes with which it needs to communicate to keep com

munication in the system to a minimum. Information for each communication will 

contain the neighbor with which to communicate, the region, blending direction, 

and MPI tag. Also, each send from a process is in the form of an asynchronous 

send to maximize overlapping communication with computation.

6.2.2 Choosing Number of Regions

For the scaling run, we have set the number of regions to be 16. This number 

was determined after a series of initial test runs in which we experimented with



84

Algorithm 6: Compositor 
Get the extents of the image rendered by the process 
Count the number of active regions (countActiveRegions) covered by the 
image
while !done do 

if first time then 
I Send extents to the scheduler 

else
|_ Tell scheduler that it is ready 

Wait for scheduler to respond 
for each process to communicate with do 

if Only one process in chain then 
Send data to root 
countActiveRegions -= 1 

else
if Send then

Async send to neighbor 
countActiveRegions -= 1 

else
Receive image 
if last round then

Create opaque image 
Create alpha buffer
Blend current image with the background 
Blend in opaque buffer 
Send to display node 
countActiveRegions -= 1

else
|_ Blend with image on node

if no active regions left then 
|_ Exit loop

1, 2, 4, 8,16, and 32 regions for 4,096 x 4,096 sized images. When few regions are 

used, a slow node impacts few regions, but since each region occupies a substantial 

portion of the image, compositing ends up being slow. For example, if we use only 

two regions for an 8K x 8K image, and there is one slow node in the upper region, 

half of the compositing is delayed by one node. If too many regions are used, 

one slow node will impact many small regions. Since there are many regions, the 

overall impact of a slow region will be less. However, this will result in a lot of
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communication with many exchanges, which we want to avoid. Sixteen regions 

provided a right balance between avoiding too much communication and one node 

having too much of an impact on the whole compositing process.

6.3 Testing and Results
We first examine the setup for the experiment, the test platform, data, and 

algorithm used before presenting the scaling results.

6.3.1 Experiment Setup

The test platform used is the Edison Cray XC30 supercomputer at NERSC. 

Edison uses the Cray Aries high-speed interconnect with Dragonfly topology that 

has an MPI bandwidth of about 8 GB/sec and latency in the range of 0.25 to 3.7 

usec. It has 5,576 compute nodes, each of which has two 2.4 GHz 12-core Ivy Bridge 

processors with 64 GB of memory per node. We scaled up to 2,048 nodes of the 

5,576 nodes of Edison.

The test datasets that we used are a box and sphere artificial test datasets and 

a combustion dataset shown in Fig. 6.6. The combustion dataset has 5,996 blocks 

of scalar data, each of which has about 17,000 cells per block. At the bottom of 

the dataset, there are a number of tubes through which fuel is injected into the 

combustion chamber. Combustion starts above these tubes and rises to the top 

of the combustion chamber, hitting the ceiling and the walls. When visualizing 

this dataset, much more work has to be done in the upper regions of the dataset, 

thereby creating an imbalance in the rendering workload. The artificial datasets 

are simpler: each rendering process is assigned one block of uniform scalar data 

per node. The box dataset is similar to what was used by Moreland et al. [83], and 

we also introduced a sphere dataset whose diameter is equal to the length of the 

cube.

The algorithm we compared against is the TOD-Tree algorithm described in 

Chapter 4 that has been shown to perform generally better than Radix-k. Both 

TOD-Tree and our algorithm use threads and auto-vectorization compared to the 

ICET library [15], which does not use threads.



6.3.2 Scheduler Cost

Building and running the scheduler is fast: the time it took to construct the 

region chains and for MPI Gather to collect the depth and extents information 

from each node, for 2,048 nodes, was measured to be on average 0.5 milliseconds. 

The time it took the scheduler to respond to a compositing node if neighbors 

were available was on average 0.2 milliseconds. With a latency of at most 3.7 

microseconds, the cost of communicating with the scheduler is minimal compared 

to the cost of exchanging data among nodes.

6.3.3 Scaling Studies

For each of the three datasets, and for each of the three image sizes used (2,048 x 

2,048,4,096 x 4,096, and 8,192 x 8,192 pixels), we performed 10 runs after an initial 

warm-up run, and the results are the average of these runs after some outliers have 

been eliminated.

Fig. 6.7 shows the total time it takes to render and composite the combustion 

dataset for up to 2048 nodes on Edison. As expected, as the number of nodes 

increases, the total time it takes to render the dataset decreases. The focus here 

is image compositing and so, for the remainder of this section, we focus on 

compositing.

Depending on the amount of rendering work each node has to do, compositing 

will start at different times on each node. The compositing time that needs to be 

minimized is the time interval between the slowest rendering job finishing and 

the final image is ready on the display node: the orange region in Fig. 6.2. Any 

compositing done in the interval of time between the fastest rendering node and 

the slowest rendering node does not slow down the entire compositing process. 

The compositing time that we measured and plotted in Fig. 6.8 and 6.9 is the 

time interval between the slowest rendering job and the image being ready on the 

display node. Our dynamically scheduled region-based compositing algorithm is 

labeled as DSRB in the figures.

Fig. 6.8 shows the compositing time for the combustion dataset for 2,048 x 2,048 

(2Kx2K), 4,096 x 4,096 (4Kx4K), and 8,192 x 8,192 (8Kx8K) sized images. When
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there are few nodes, each node renders a larger region and so influences many 

regions of the chain. Therefore, we do not gain much from overlapping rendering 

with compositing since compositing in most regions is stalled by waiting for other 

nodes. As the number of nodes increases and the contribution of each node to 

regions is decreased, the overlapping of compositing and rendering allows us to 

perform better than the TOD-Tree, which does not have any spatial or temporal 

awareness of the image being rendered from each node. We also see that there is 

more variation for the 2K x 2K image compared to the 4K x 4K image and 8K x 8K 

image since it is more communication bound. The 8K x 8K image has the least 

variation as it is more compute bound.

The Dynamically Scheduled Region-Based compositing algorithm also per

forms faster than the TOD-Tree on the artificial dataset. The difference in com

positing times between the sphere and box is minimal in most cases. However, 

since there is less data for the sphere dataset, it takes less time to render compared 

to the box dataset; the orange box in Fig. 6.2 is smaller. The result of that is that 

the box seems to have a faster compositing time since what we are showing as 

compositing time is the time interval between the slowest rendering and the final 

image being ready. For the TOD-Tree, the sphere is generally faster since there 

is overall less data to process. As with the combustion dataset, compositing gets 

faster as the number of nodes increases. Here again, when more nodes are used, 

each node has a smaller share of the entire image, and a slow node impacts fewer 

regions, resulting in faster compositing.

6.4 Summary
In this work, we have introduced an image compositing algorithm that has 

both spatial and temporal awareness of compositing. Spatial awareness ensures 

that no compositing processes will ever receive data for a region to which it does 

not contribute, thereby minimizing communication. Temporal awareness ensures 

that processes do not try to communicate with processes that are still rendering, 

thereby minimizing delays. Combining spatial and temporal awareness stream

lines compositing by allowing several regions of an image to be fully composited
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fairly quickly. Compositing is delayed only for data-intensive regions of an image, 

which gives us a substantial gain compared to TOD-Tree, which lacks spatial and 

temporal awareness.
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Fig. 6.1. Two commonly used test datasets: the Bonsai dataset on the left and 
Backpack dataset on the right with numerous empty regions in each dataset.

Total Compositing

Rendering Starts Fastest Rendering Ends

Slowest Rendering Ends

Time To Minimize
Compositing Ends

Fig. 6.2. Rendering and compositing timeline.

Fig. 6.3. The first round of Radix-k for eight processes. The processes in green are 
done with rendering and are compositing. The processes in red are still rendering. 
The blue rectangle shows the region for which each node is responsible.
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3 6 4 1 7 5 0 2

Fig. 6 4. Nodes sorted by depth in a chain.

o-o-®-
0 - 0 - 0 -

o •  o
Fig. 6 5. Four chains, one for each of the four regions (purple, blue, yellow, and 
gray) into which the final image is split.

Fig. 6 6. The datasets: box (left), sphere (middle), and combustion (right).
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Combustion Dataset ~ Rendering + Compositing ~ 2K x 2K

Nodes

Combustion Dataset ~ Rendering + Compositing ~ 4K x 4K

Nodes

Combustion Dataset ~ Rendering + Compositing ~ 8K x 8K

Nodes

Fig. 6.7. Scaling of the combustion dataset on Edison - showing rendering and 
compositing.
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Combustion Dataset ~ Compositing ~ 2K x 2K

Nodes

Combustion Dataset ~ Compositing ~ 4K x 4K

Nodes

Combustion Dataset ~ Compositing -  8K x 8K

32 64 128 256 512 1024 2048

Nodes

Fig. 6.8. Scaling of the combustion dataset on Edison - showing compositing only.
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Box & Sphere ~ Compositing ~ 2K x 2K

Nodes

Box & Sphere ~ Compositing ~ 4K x 4K

Nodes

Box & Sphere ~ Compositing -  8K x 8K

Nodes

Fig. 6.9. Scaling of the artificial box and sphere datasets on Edison - showing 
compositing only.



CHAPTER 7

CONCLUSION AND FUTURE WORK

In this dissertation, we have looked at two aspects of volume rendering: evalu

ating how depth of field can be used to improve depth perception and investigating 

how to make image compositing faster for distributed volume rendering on CPU- 

only and GPU-enhanced supercomputers.

Direct volume rendering is now commonly used for visualizing data, and many 

techniques claiming to enhance the quality of the rendering have been developed. 

However, very few of these techniques have been evaluated to assess their use

fulness in improving perception. For the first contribution of this dissertation, 

we evaluated how DoF impacts depth perception in DVR. We expected to see an 

overall improvement in all cases, but we found that whereas depth of field on the 

front features improves depth perception, DoF on the back feature has the opposite 

effect. Because of depth cue conflict, DoF on the back feature confused the test 

subjects and negatively affected depth perception.

The second contribution of this dissertation focused on improving image com

positing in distributed volume rendering. Sort-last rendering on distributed mem

ory machines is not new, but recent changes in supercomputing architecture have 

changed the constraints under which compositing algorithms should be built. 

Previously, the main constraint was to evenly balance the workload among nodes, 

but the main constraint now is to try to minimize communication and overlap com

munication with computation. In this dissertation, TOD-Tree image compositing 

has been developed to minimize communication and overlap communication with 

computation. Running tests on up to 4,096 nodes on the Edison supercomputer 

showed that this algorithm is generally faster than binary swap and radix-k. 

Moreover, using new developments that facilitate inter-GPU communication - GPU 

Direct RDMA, CUDA OpenGL Interop, and the ability of Tesla class GPUs to run



both compute and graphics - we have developed a pipeline that minimizes latency 

for distributed volume rendering on GPU-enhanced supercomputers, allowing 

us to do rendering and compositing exclusively on GPUs. We performed strong 

scaling studies, on up to 4,096 GPUs of the Piz-Daint supercomputer, to confirm 

that image compositing on GPU-enhanced supercomputers is at least as fast, 

and in some cases even faster, than image compositing on the Edison CPU-only 

supercomputer. Furthermore, we noticed that one of the weaknesses of image 

compositing algorithms such as binary swap, radix-k, and TOD-Tree is that they 

do not take into account the distribution of data on each node and which nodes 

are done rendering and which nodes are still rendering when trying to exchange 

information for compositing. This results in some nodes waiting for other nodes 

that are still rendering instead of exchanging images with nodes that are ready 

to do compositing. Moreover, in some cases, a node is made to be authoritative 

on a section of the final image for which it has no data, needlessly increasing 

communication. We therefore developed an algorithm with spatial and temporal 

awareness that we tested against TOD-Tree and showed that a dynamically sched

uled algorithm can be much faster than an algorithm with no awareness of the 

rendering and compositing state of the rendering nodes.

As future work, we would like to expand the number of test volumes that were 

used for the depth of field user study. For example, will DoF on the front feature 

still be able to improve perception in the case of microscopy images? More tests 

need to be carried out for that. Also, we would like to create an algorithm, based 

on TOD-Tree, which incorporates the spatial and temporal awareness found in the 

dynamically scheduled image compositing algorithm. Such an algorithm would 

allow us to use TOD-Tree when the data is evenly distributed, and leverage spatial 

and temporal awareness for uneven data distribution, thereby creating a general 

solution for image compositing for different-sized images and clusters. Moreover, 

the scheduler is now being run on a different node, but we would like to run it on 

one of the compositing nodes and finally, we would like to extend our test to larger 

distributed memory systems for both GPU- and CPU-enhanced supercomputers.
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