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ABSTRACT

As microclectronics continue to scale, the transistor delay decreases while the
wire delay remains relatively constant or even inercases. The wire or interconnect
delay is quickly becoming the key performance limiting factor in integrated circuit
design. This thesis is designed to determine the feasibility of replacing conventional
diffusive wires with transmission lines and to compare thie tradcoffs of the two
systerms.  Tlic trausmission lines propagate signals at the speed of light in the
wedium and are much less dependent on repeaters thau conparable diffusive wires.
Therefore, the transmission line system has potentially large power aud perfor-
maitce benefits. To compare the tradeoffs, five important design metrics are used:
propagation delay, power consumption, maximum throughput, area requirements,
and noise tolerance. The transmission lines prove to be an excellent replacement
for diffusive wires especially as the length passes 500 pm. For a 1 cm interconnect,
the transmission line shows more than a 90% improvement in delay and more
than an 80% improvement in energy per bit transmitted. In practice, fabricating
transmission lines on real integrated circuits is a difficult process because they
require precise resistance, inductance, and capacitance parameter extraction. Using
tools specially developed by Mentor Graphics for this thesis, the necessary wire
dimensions to produce various transmission lines are calculated for in IBM's 65 nm

process.
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CHAPTER 1

MOTIVATION

Current microclectronics design and fabrication arc two of the greatest feats of
techinology and science in recorded history. A ploneer in tle field, Gordon Moore
predicted as early as 1965 that the total number of transistors in an integrated
circuit (IC) will double every year [1]. Ten years later while serving on the board of
Intel, he modified this number to doubling every two years. The idea, later termed
Moore's Law, became a self-fulfilling prophecy for semiconductor design houses.
Industry began to make their future designs to follow this law. Initially assumed to
last for approximately 10 years, Moore's Law has been correctly determining the
path for semiconductor scaling for nearly 40 years, as seen in Figure 1.1.

The speed of these processors has been doubling every generation due to signifi-
cant decreases i1 trausistor delay. In synchronous digital design, the clock controls
the speed of the IC. Two components, wire delay and transistor delay, dictate the

minimum period of the clock. The transistor transit time, 7, is given by [2]

LZ

ol (1.1)

T

where Lois the channel length, pois the clectron mobility, Vg is the gate-to-source
voltage, and Vy is the threshold voltage for the MOSFET. According to constaut
field scaling (all dimensions and applied voltages are multiplied by s = 0.7), the
transit time also scales by s. This transit time is the minimum time required for
a charge placed on the gate to result in a transfer of a charge through the channel
onto the gate of another transistor and has historically been a figure of merit in

semiconductor performance [2].
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Although transistor delay decreased exponentially, the wire delay decreased at a
much slower rate. Wire delay is proportional to the resistance and capacitance of the

wire. According to simple first order models, the wire’s resistance and capacitance

are
Rk (1.2)
wl
and
eA
C=— 1.3
. (13)

where L, w, t, and p are the wire's length, width, thickness, and resistivity,
respectively. € is the relative dielectric permittivity of the media, d is the distance
to the next conductor, and A is the area of the metal facing the nearest conductor.
These ecuations give the resistance of a rectangular wire and the capacitance of a
wire modeled as two parallel plates. The wire delay is the product of these two
equations. As semiconductors scale, all the physical dimensions scale. The material
properties, however, do not scale; occasionally, they are replaced by new materials
that make small improvements. Overall, the physical dimension scaling dominates
the time constant for the interconnects.

Assuming that these parameters remain constant, the R scales by 1/s and C
scales as s according to constant fleld scaling. Therefore, the wire delay remains
constant. In order to better scale the wire delay, manufacturers do not scale the
wires uniformly: the thickness scales much more slowly than the other dimensions
in order to decrease the resistance. This phenomenon is shown in Figure 1.2.
The cross section shows that the upper metal layers remain thicker than the lower
layers to reduce the wire resistance. Copper replaced aluminum wires to decrease
resistivity, and new insulators are used to decrease the capacitance. With all of
these innovative solutions, the wire delay still does not scale very well.

As technology scales from the 250 nm node to the 32 nm node, the gate delay

decreases over 80%, as seen in Figure 1.3. The delay of a global wire with repeaters



Figure 1.2. Cross section of various melal layers {for Tnte) 65 nm peocess |3
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more than doubles, and the delay of global wire without repeaters increases by
more than a factor of 30. Although Figure 1.3 shows relative numbers, Table 1.1
shows some absolute numbers for these technology nodes. Combining both sets of
information gives a clear picture of the growing interconnect crisis.

Furthermore. as semiconductor technology confinues to scale, a larger percent-
age of nets will require repeaters. If current trends continue, then most of the
available cells in a circuit block will be repeaters. At the 90 nm node, roughly 6%
of the cells are repeaters [6]. On the other hand, at the 32 nm node, 70% ot the cells
will Le repeaters, as shown in Figure 1.4 [6], if current trends continue. Current
wire scaling trends will not be able to meet the demands of future process nodes
due to excessive power consumption and layout area. Other solutions are necessary

as wire delay becomes the critical performance limiting factor.

Table 1.1. Dclays for intrinsic devices and wires for various process nodes (adapted
from [5]).

Tech. Node[nm| 250 180 150 130 100 70
Device intrinsic delay|ps| | 70.5 51.1 487 458 392 219
Ilmm wire[ps] 59 49 51 44 52 42
2ci unoptimized |ps| 2080 1970 2060 2070 2890 3520
2cm optimized|ps] 8O0 780 770 700 TTQ 670
Projected clock period(ps] || 1333 833 714 625 500 400
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CHAPTER 2

INTRODUCTION

Current publications show a plethora of approaches to solve thie interconnect
problem, iucluding the use of optics, radio frequency (RF) transmission, carbon

nanotubes, and transmission lines. Each has unique advantages and disadvantages.

2.1 Optical Interconnects

Optical transmission is one solution that promises very high speed wave prop-
agation for longer wires. The propagatioun delay of optical interconnects (Ols)
are over 50% less than electrical interconnect systems [7]. Unfortunately, Ols
require additional complex transmitter and receiver circuitry that add a fixed
amount of delay regardless of the interconnect length. Without faster transmitters
and receceivers, only very long wires over 1 em long have less delay than electrical
interconnects [7]. Furthermore, building all the necessary optical devices (e.g., laser
source, quantiun well modulators, and photo detectors) on silicon is very costly
and difficult. Many of these devices do not perform well and have a very large
footprint [3].

Ols usually vequire off-chip laser sources due to the poor light cimitting proper-
ties of silicon. As these devices improve, Ols will outperform electrical interconuects
over 1 cm long [8]. In addition to a delay penalty due to the extra circuitry, a power
penalty is associated with any optical interconnect that eliminates the power savings
of using less repeaters; there is a critical length of 18 cm to 20 cm depending on the
process node where the OIs consume less power than electrical interconnects, as
shown in Figure 2.1 [9]. For higher required bit rates, the critical length decreases.

Therefore, optical interconnects will have a smaller delay and consume less power
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{F [9] ©2005 IEEE

than electrical interconnects for very long wires (over 10 cm) and may be a viable

solution to interchip commuunication.

2.2 Radio Frequency (RF) Interconnects

Utilizing recent developients in wireless communications, an alternative in-
terconnect approach is an RF interconnect (RFI). RFIs use various algorithins to
encode and transmit data. One such implementation using code division multiple
access (CDMA) transmitted data at the rate of 100 Gbps/pin [10]. Similar to Ols,
RF1Is require a large amount of overhead to implement any RFI independent of the
interconnect length. This circuitry includes analog components that require large
amounts of area that do not scale well in future process nodes. If the RFI is not
wireless, then carefully designed transmission lines or wave guides are necessary

to maintain signal integrity while sending these ligh frequency signals. If the



10

interconnect is wireless, area intensive antennas must also be built. Furthermore,
wireless communication is more likely to be affected by noise than other interconnect
schemes. The overliead adds power and delay to any RFI interconnect. Figure 2.2
shows the measured and predicted power consumption of the transceiver pairs for
various process nodes. A comparison of Figure 2.1 and 2.2 shows that the RFIs
require less power than the Ols as technology scales. At the 32 nm node, both of
these interconnects, however, only consume less power than electrical interconnects
at lengths over 10 em. Thercfore, RFIs are an cxcellent option for transmitting
large amounts of data between different circuits. For poiut to point cornunication,

Liowever, it is not a good option except for very long distances.

2.3 Carbon Nanotube Interconnects
A more exotic interconmnect implementation is the use of carbon nanotubes
(CNT). Unlike Ols and RFIs, the CNT interconnects do not require special transceivers
for sending and receiving data. Although a single CNT has a high resistance,
a bundle of CNTs has much lower resistance than copper wires assuming low
resistance contacts [12|. Unfortunately, a bundle of CNTs has a higher capacitance

than copper wires due to the multiple conductors in close proximity. Each carbon

Power/Transceiver pair (mW)
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Figure 2.2. RF transceiver-pair power consumption [11] ©2001 IEEE
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nanotube is capacitively coupled to the surrounding tubes, which makes the delay
of CNT local wires greater than copper local wires. Intermediate and global wires
are faster than copper wires, as shown in Figure 2.3. The performance benefits of
CNT compared to copper wires at the 45 mn will be negligible but may be 80%
faster at the 22 mm node [13]. This requires a bhigh bundle density, a ground
plane bencath the bundle to reduce capacitance, and peyfect contacts for all of
the CNTs. Bundles vhat wonld be usefm) for interconnects require o much higher
CNT deusity than has been corrently produced [12). a bundle needs approximately
105 CNTs/no? whereas current vesearch bas only produced less than 100 CNTs/
win? [14]. CNT teclmology is still a very uascent feld that does not lsce the vield

necessary for commiercial integrated civcuit fabrication.

2.4 Transmission Line Interconnects
Transmission lines (TLs) are a very attractive solition to the interconnect
problem for intrachip communication. The TLs can be implemented by placing
two coplanar wires next to each other, which makes them easy to implement in any
semiconductor process. Through numerous cormputer simulations, studies show
that coplanar TLs can propagate signals neax the speed of light, in silicon dioxide
(1/2 the speed of light in a vacumn) i{ designed properly [2]. Additionally, due

to the low loss nature of TLs, they consume far less cnergy per bit, especially

Oense CNT Bundle iniermediate Level Interconnects

— 120 XO) contaci< ?0'7
— = Perfeci contacs ] %0.6

— 120 KQ contact
— = Perfect contacls

-.0.5

-

E 04 N 45 nm 1
D03 T 3Z nm

202 = 22 nm 1

Ratio 1,(CNTY ; L,(G1)

(T
x (. i i
20 40 e6C 80 100 ]00 200 300 400 SO0
Line Length (um) Line Lengtk (um)

Figure 2.3. CNT interconnect deluy cornpared to copper wire delay [12)
©?2005 [EEE
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as semiconductors continue to scale [15]. Figure 2.4 compares the energy per bit
consumption of transmission lines (DTL) with other interconnect implementations
such as conventional optimized wires (RC), optics (OPT), and carbon nanotubes
(CNT). The number indicates the process node (e.g., RCI0 indicates the 90 nm
node for an optimized wire). The transmission lincs are a very energy cfhciene
solution.

Additionally, the delay for the transmission lines 18 very competitive with the
other interconmects, as shown in Figure 2.5 [13]. A very exciting future solution
may be transnission lines built from carbon nanotubes; the carbon nanotube
transmission lines would be a fraction of the size of their metal counterparts.

Therefore, the TLs can propagate signals at very ligh speeds for a small amount
of energy and can be designed for any semiconductor process by the designer; it
does not tequire any process changes. The main negative tradeoffs of TLs consist
of an area and a noise penalty. The TLs require three relatively wide wires Lo
run in parallel, which requires more area in the routing metal layers. Minimum

pitch wires are not a viable option due to their increased susceptibility to variation.

1
0 i — RC90
0.8 CNT22/ — RC22
= —~- DTLYO [
o ~— DTL22
— 06 U ~~ CNT22
Z: measured | o OPT22
&> 0.4
g '
0 1 ! l l
0 2 4 6 8 10

Line length [mm)]

Figure 2.4. Energy comparison of various interconnect iraplementations |15]
©?2006 IEEE
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500
— RC90
RC22 — RC22
400 — DTLSO
Ty —~— DTL22
L 300 ; — CNT22
= o OPT22
(4
E 200 DTLQO measured XOPTZZ___‘
100 DTL22

0 2 4 6 8 10
Line length [mm]

Figure 2.5. Dclay comparisou of various tercouncct implementations (15
©?2006 JEEE

This makes it much more difficult to precisely coatrol the characteristic impedance.
Since they require fewer repeaters, however, less silicon and contact routing space
are required.

Due to their inductive properties, TLs are much more susceptible to noise than
other implementations chie to reflertions. TLs rely on chanzing maguaetic aad
clectric fields to propagate a signa). The signal integrity s wot only dependent
on the conductor propertics but is also very dependent on the condvetar geometry
andl insulator propertics. Every time one of these changes (e.g., the driver connects
to transimission Jine, the transmission hine forks, or the transmissiou line conneets
to the receiver), the impedance can potentially chauge, which [vads to reflections.
The reflections can be mitigated by designing matched wnpedance dejvers aud
desiguing receivers with hysteresis. Matclied drivers reduce the aruplitude of the
noise, and the hysteretic receivers prevent the system from responding to the aoise.
Furthermore, using modern circuit patameler extraction programs such as Calibre
from Mentor Graphics, the inductance effecis can be accurately nodeled well before

fabrication.
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Although each interconnect implementation has a unique set of advantages and
disadvantages, transmission lines are potentially best suited to transmit signals for
long intermediate and global wires on a single IC. As the wire becomes very loug
for interchip communication, then other solutions such as wireless RF and optical
transmission become better options.  Future high performance ICs will require
diffcrent interconnccts for different lengths of wire: conventional metal wires for
local interconnect, transmission lines for intermediate and global wires, and RF or
optical transmission for very long global wires and interchip commmunication. This
thesis is designed to investigate and quantify the advantages of transmission lines
over diffusive wires with optimally spaced repeaters for intermiediate and global

wires.

2.5 IBM 65 nm Process Parameters

Another goal of this thesis is to provide the necessary framework and prepa-
rations to build a test chip to compare the benefits and tradeoffs of trausmission
lines and diffusive wires. In order to observe the transmission line benefits, the
test chip must be built in the nost modern process available, as explained in
Chapter 1. The best process available through MOSIS is the IBM CMOS10SF
process. This correspouds to 50 nm physical gate lengths and 100 nm minimum
transistor widths [16] and will be referred in this study as the 65 nm process based
on the printed gate length. The 2007 ITRS report explains that there are currently
“multiple drivers of scaling” and that it is misleading to refer to a node by a
single highlighted driver [17 . Memory devices such as DRAM arc pushed by the
minimuun 1etal pitch wherecas MPUs and ASICs are pushed by the minimuimn poly
pitch, as scen in Figure 2.6, Many of the modcls in the thesis rely on various process
parameters. These are placed in Table 2.1 as a reference for the rest of the report.
Different combinations of these layers are available to the designer depending on

which metalization option is selected.
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CHAPTER 3

DIFFUSIVE WIRE MODELING AND
SIMULATION

Conventional wires with optimally spaced repeaters were modeled and used as
the reference point since the majority of IC designers currently use them. For
this wire optimization scheme, long wires are divided into segments of length /.
Repeaters that are k times the size of a minimum sized inverter are placed between
the wire segments, as shown in Figure 3.1. The necessary parameters for the
simulation were based on a study that derived circuit parameters for various process
nodes [18] using the 200) ITRS report. Ideally. the 2007 [TRS report would have
been used, but this would have required repeating the simulations in the study.

According to the derivation [18], the delay per unit length is optiniized when

the distance between repeaters, ko, and the sizing, k., are

2r.(c, +¢,)

Dot = - (3.1)
r_g ¢ ¥
III"'cqm’ — ; (32)

where 7, is the output resistance, ¢, is the input capacitance, and ¢, is the output

parasitic capacitance of a minimum sized repeater {i.e., & =1). The remaining pa-

Figure 3.1. Diffusive wire repeater spacing, h, and sizing, &
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rameters, r and ¢, are the resistance and capacitance per unit length of interconnect,

respectively.

3.1 Minimum Width Wires

The resistance per unit length was found by dividing equation (1.2) by the
length, L. Finding the capacitance per unit length was more complex. The
model assumes that there are two contributions to capacitance for each metal wire,
First, each conducting wire is capacitively coupled with the nearest conductor: this
contribution is given by ¢,. Secondly, there is a capacitance between the metal wire
and the surrounding metal layers which is proportional to the insulator thickness,
lins- This capacitance is found by multiplying ¢;,,, and ¢,. Assuming dense routing,
Table 3.1 gives the value of these parameters that were found by using a FASTCAP
[19] parameter extraction program. Therefore, the capacitance per unit length is

equal to

&=+ ity (3.3)

The optial repeater spacing and sizing were deterniined for various process
nodes using equations (3.1), (3.2, (3.3), and Table 3.1. Table 3.1 shows the
various values used., Table 3.2 shows the results caleulated with Matlab, Note
that the resistance rises drawmatically due to wire scaling. The capacitance reinains
relatively constant. The nearest conductor contribution decreases: the product of
the insulator permittivity and wire thickness scaling factors are less than the wire
spacing scaling factor. The conductor-to-next layer capacitance increases because
the distance from the conductor to the substrate is scaled more aggressively than
the wire dimensions and dielectric constant of the insulator. These factors cancel
each other out. Table 3.2 also confirms that the number of necessary repeaters
is increasing rapidly, as shown by Saxena [6]. These parameters were used in the

Spice simulations for the diffusive wire.
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Table 3.1. Circuit parameters for top metal layers based on 2001 ITRS report [18]

Tech. Node|nm] || 130 90 65 45
Width[nm| 335 230 145 103
Thickness(nm| | 670 482 319 236
Eyns [42mm] 6.3 4.7 3.9 2.9

‘r 3.3 2.5 2.5 2.1
cq[{F /mm] 207 181 165 143
ey [fF /pem?] 0.057 0.071 0.103 0.116
5[k 623 004 9.6 132
coIF] 133 11 103 09

¢, [F] 332 204 122 06

Table 3.2. Interconnect parameters for top layer metal [min. pitch wires| (calcu-
lated using Matlab)

Tech. Node[nm| || 130 90 65 45
rm$/m| 76.6 1552 3719 7076
¢[fF /pum] 0.566 0.515 0566 0479
D [p2m] 1156 843 433 342

Kope 186 165 119 997

The repeater spacing, hop, for the 65 mn node wires is 453 ju, as shown in Ta-
ble 3.2, Tn VLSI design, the repeaters can not always be placed at the exact desired
locations due to other design constraints. Similarly, for the simulations done here,
thie repeaters were placed every 500 pin. The result is a nearly optimal diffusive
wire: it will have slightly more delay but less power consumption. Nalamalpu shows
that a single repeater placed 40% away from the optimal location causes up to a
7% increase in delay in a 130 nm process [20]. The repeaters consist of inverters
that are k,, times the size of a minimum inverter. Figure 3.2 shows the outputs
for diffusive wires constructed in this manner of lengths 2500 pgm, 5000 pm, and
10000pm. The state of the output (inverted or noninverted) depend on whether or

not an odd or even number of repeaters were placed on the wire.
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Figure 3.2. Diffusive wire output (using minimum pitch wires and IBM 65nm
Spice models)

3.2 Diffusive Wire Results: Latency and Power
Figures 3.3 to 3.12 show the power consumption (Figure 3.3 and Figure 3.4),
rise times (Figure 3.5), fall times (Figure 3.6), propagation delays (Figure 3.7,
Figure 3.8, Figure 3.9. and Figure 3.10), and the maximum bandwidth (Figure 3.11
and Figure 3.12) for minimum pitch wires in the top metal layer. The frequency
for all the simulations was one gigahertz except for the maximum bandwidth
simulations. The bandwidth was measured by increasing the input frequency until

the output did not swing between 10% and 90% Vpp.
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Figure 3.7. Diffusive wire propagation delays (rising) {1 GHz)
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3.3 Noise Tolerance

Two noise tolerance simulations were perforined to measure both the transient
and the propagated 1noise tolerance of each system. The transient analysis con-
sisted of switching the input voltage quickly (~1 ps) and measuring the settling
time. Since the diffusive wires operate in the RC' domain, they do not suffer from
reflections due to impedance mismatch. The wire's resistance contributes far more
to the wire's impedance than the wire’s inductance. Therefore, the settling times
for the diffusive wires are the saane as the rise and fall thnes shiown in the figures
in scction 3.2.

To siimulate the propagated noise analysis, a DC sweep on the input was per-
formed. The diffusive wires use the same size verter for the driver aud the
repeaters. The driver had a range of 200 mV where the output was between
the required 10% to 90% Vpp values. By sending the voltage through multiple
repeaters, however, this range decreased significantly; the range was 26 mV after
the first repeater and 3 mV after two repeaters, as shown in Figure 3.13. Therefore,
as long as the steady state noise does not nmove the repeater input between 500-700
mV, the noise will not be propagated to the next stage. To truly determine the
noise tolerance, noise must be added to each stage to model the effects of various

system comiponents such as power supply jitter and wire coupling.

3.4 Area Requirements

Modern commniercial processes produce one active silicon layer underneath sev-
cral metal layers. Different metalization optious can be choseu by the desiguer to
determine the thickness of the upper mietal layers and the type of insulator between
them (either tetracthyl orthosilicate (TEOS/FTEOS) or a low-k diclectric) [16].
Although adding more metal layers makes building the interconnect possible, the
number of devices on an integrated circuit is limited by the silicon base. Future
processes will most likely involve 3D processes which include multiple semiconductor
layers to build transistors. This technology still faces many challenges such as heat

dissipation, multilayer interconnects, and nondestructive production measurements
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Figure 3.13. DC sweep of driver aud two repeakers

while remaining economically feasible [17].

The amount of silicon area required to implement an optimized diffusive wire
is proportional to the length of the line due to repeater placement. For minimum
pitch wires in the IBM 65 um process, a repeater was required every 500 nm. Fig-
ure 3.14 shows exactly how many repeaters are required for different interconnects
of different lengths. Furthermore, Figure 3.15 shows the silicon area required by the
complete diffusive wire systen1 including the huffer, driver, repeaters, receiver, and
a small load. The load only requires 0.4 um? of area. Note that the area increases
significantly for longer lines. The diffusive wires themselves are very small; the
minimum pitch for the top metal layer diffusive wires under iuvestigation is (.20
ferm.

Intermediate and long global wires (i.c., interconnects that are approximately
500 pm and longer) are usually placed on upper metal layers. The lower metal
layers arc rescrved for connecting devices and local interconnects. Each repeater
in an optimized wire requires o pair of vias connecting the wire to the substrate.
These vias require wetal contacts on every metal laver hetween the interconnect

and the substrate which block mctal routiug ou cach layer. If the repeaters can be
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removed, more routing space for local interconnects will be available.

3.5 Low Resistance Wires

The wire delay is proportional to the resistance and the capacitance of the
wire. Potentially, a designer could reduce the wire delay by reducing the resistance.
According to equation (1.2), this can be done by either increasing the width or
the thickness of the wire. Since the wire thickness is controlled by the foundry,
the circuit designer can only control the wire width to change the wire delay.
Unfortunately, as the wire width increases, the wire capacitance increases due to
the parallel plate capacitance from wire-to~-closest conducting layer beneath it.

The resistance decreases faster than the capacitance increases, so the RC delay
for the wire decreases. Although the wires require roughly the same number of
repeaters, the repeaters must be larger according to equation (3.2). Larger repeaters
mean higher power consumption. Even with the decreased wire delay, it is still
not close to the propagation speeds obtainable with transmission lines {for silicon
dioxide - approximately 1/2 the speed of light). Figure 3.16 [21] shows how the

diffusive wire delays changes with wire widths for a 180 nm process.
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CHAPTER 4

TRANSMISSION LINE MODELING

The characteristic mpedance, Z,, of a transmission line sunmnarizes niany
lmportant electrical properties of the line. Kuowing tlie lmpedance allows the
designer to make important decisions to ensure proper signal propagation and
mitigate reflections. Determining Z, for a given transmission line is a nontrivial
task that requires accurate, fast modeling. All the transmission line dimensions were
synthesized by a software tool developed at Mentor Graphics by Rafael Escovar for
coplanar transmission lines, as shown in Figure 4.1. Since all the transmission line
modeling in this thesis rely on this tool, a brief overview on how the tool operates

will be given. Escovar’s thesis contains a much more detailed explanation [2].

4.1 Transmission Line Synthesis
The characteristic impedance of the line is defined as the ratio of voltage to
current experienced by a single waveform traveling on the line. Z, is dependent on
frequency. To derive Z,, the transmission line is divided into small blocks consisting
of a resistor and an inductor connected in serics to a capacitor and conductor in

parallel with values of R, L, C, and G, respectively.

Return  Signal Return

L

Figure 4.1. Transmission line geometry
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Combining the series impedance and shunt admittance of each block and calling

them z and y results in

z2=jwlL+ R (4.1)
y=jwl + G (4.2)

Starting with one block with an impedance of Z(,, a second block can be added in
series with it by combining the shunt admittance, y, in parallel with Z, and then

combiniug the impedance z in series. Simplifying the resulting equation yields [22]

+ zZ. (4.3)

Dividing each block into n blocks, the R, L, G, and C values become R/n, L/n,
G/n, and C/n. The impedance and admittance become z/n and y/n. By substi-
tuting these values into (4.3) and taking the limit as n approaches infinity, the last

term of (4.3) goes to zero which yields

Z, = (4.4)

v

Substituting (4.1) and (4.2) wto (4.4) yiclds

; jwlL + R
Ze =\ == 4.5
jwC + G (45)

By taking the limit of (4.5) as the frequency, w, goes to infinity, the equation

becomes

(4.6)



32

This equation demonstrates that, at high frequencies, the characteristic impedance
becoines dependent only on the inductance and capacitance of the line. At lower
frequencies, the resistance becomes more dominaut than the inductance. For trans-
mission lines surroundecl by silicon dioxide, the concductance is negligible compared
to the capacitance and can be neglected. Onee the resistive compouent becomes
greater than the inductive component, the transmission line enters the RC or
diffusive wire region. Studious transmission line design requires the designer to
ensure that tlic line reniains in the RLC regime. Escovar’s tool provides a uiiniinuin
boundary that guarantces that tlie trausuission line operates in this region. In
othier words, the region where delay is lincarly proportional to thie wire length
and the speed of propagation equals tlie speed of light in the medium. Quadratic
delay with interconnect length is a clear indication that the interconnect is in the
RC region. As already discussed in Chapter 1, inserting optimally sized and spaced
repeaters allows longer RC wires to have linear delay with interconnect length. The
transmission lines, however, do not require these repeaters and propagate signals

at much higher speeds than the RC wires.

4.1.1 Minimum Boundary Derivation
Escovar’s thesis [2] contains a detailed derivation of this boundary based on a
paper by Davis and Meindl [23] that produces simplified expressions to describe
the transient response of high-speed distributed RLC interconnects. Meindl builds
on previous papers that derived the same expressions for RC wires. The most
important results of this derivation follows.
The expression for a voltage waveform [23] traveling down a lossy infinite length

transmission line is

Z
Vin(2, 1) = Vpp—o—2— e "%/ 4.7
f(L> ) DDZ”_’_R”( ( )

where R,,., 7, x, and t are the resistance of the source, resistance of the line per unit

length, distance, and time, respectively. To perform proper switching at the end of
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the transmission line, the voltage should be greater than 0.5 Vpp at the end of the
line. By using equation (4.7) and an equation describing finite lines (equation (42)

in [23]) the condition can be rewritten as [2]

47
4 —(rL/2Z,) > 1 48
Rt 2. (4.8)

where L is the length of the wire. Solving for the ratio of the total resistance, rL,
to the characteristic impedance, Z, leads to
rlL 47z,

— < 2n

o 4.9
Zo er + Zo ( )

The left hand side of equation (4.9) will always be positive. Therefore, the logarithm
on the right hand side must always be positive. Satisfying this condition means

that

R, < 32, (4.10)

Satislying cquations (4.9) and (4.10) guarantees that the wire will act as a
transmission line with a delay linearly proportional to length and a propagation
speed ecual to the speed of light in the medium. Escovar imposes another condition
that R, must be greater than or equal to Z, to eliminate overshoot |2]. In spice
simulations of the circuits, this condition proved to be too restrictive; there was
little overshoot even when R,. was less than Z,. Appendix A shows that these
boundaries correspond to a minimum spacing between the transmission line wires

to produce a minimum characteristic impedance.

4.1.2 RLC Calculations
Calculating the characteristic impedance and modeling the transmission lines
requires accurate modeling of the resistance, inductance, and capacitance of the

wires involved. For wires in silicon dioxide, the conductance is negligible and
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set to zero. These parameters must be calculated inany tinles to produce the
desired transmission lines. Therefore, the modeling work needs to be very fast
while providing an acceptable level of accuracy. Since resistance and inductance

are frequency dependent, all parameters were calculated for a particular frequency.

4.1.2.1 Resistance Calculation

At low frequencies, the current flows uniformly throughout tlie entire conductor.
Therefore, the resistance of a wire can be found using equation (1.2). As the
frequency increases, however, the current no longer flows uniformly through the
conductor due to magnetic fields within the conductor [24]. The fields cause the
current to flow only in a shallow band at the conductor’s surface. Since only a
fraction of the conductor cross sectional area is being used for current flow, the
resistance increases. This frequency dependent increase in resistance is known as
the skin effect; it becomes noticeable at a certain skin-effect cutoff frequency [24], ws.
At this frequency, the added resistance due to the skin effect becomes comparable
to the conductor’s resistance. Thicker conductors are required to attenuate the
magnetic fields. The necessary thickness is called the skin depth and is given by

equation (4.11),

_ [ (4.11)

Wl

where p, w, and g are the resistivity of the conductor, the frequency of operation
[rad/s], and the maguetic permeability of the conductor, respectively [24]. The skin
effect becomes noticeable around 10 GHz wire dimensions under consideration in
this thesis. To account for the skin effect, higher frequency signals require wider
wires to maintain a low enough resistance. Escovar’s tool takes into account the
skin effect for resistance. For IBM’s 65nm process, the highest frequency due to
FO4 delays is approximately 15 GHz. Although the skin effect is limited at these
frequencies, including it adds another degree of accuracy and makes the tool more

flexible for calculating transmission line dimensions with future processes.



4.1.2.2 Inductance and Capacitance Calculations

The inductance extractor developed by Escovar [2] determines the inductance
of the closed loop system. The extractor operates by dividing cach wire into a
large number of filaments. Tlhe tool is able to calculate the current for each of
the filaments and add them together to determine the total current. Using these
current values and the applied voltages, the line impedance and inductance can be
determined. The reader should refer to Escovar’s thesis [2] for a much more detailed
explanation.

Escovar compared his tool to the standard used by academia, FastHenry [25].
Developed at MIT, FastHenry similarly divides the wire into a nuwber of volume
filaments. The tool uses a matrix solution algorithm to solve for the currents
in the line. Escovar demonstrated that his tool produced results very close to
FastHenry (usually less than 1% difference). His tool, liowever, operated at an
order of magnitude faster; it required less than one tenth the time to do the same
extraction [2]. The fast inductance extractor made it possible to quickly determine
transmission line cffects in real thme. Furthermore, the inductance extractor takes
into account the change in current distributions causced by the skin effect at higher
frequency.

The capacitance was calculated using a FastCap approach [19]. Since all the
charge is ou the surface of the conductors, the skin effect does not affect the

capacitance.

4.1.3 Transmission Line Dimensions

In order to not repeat the same transmission line calculations, the results from
Escovar’s tool were saved to a repository of transmission line dimensions. A
summary of the repository is in Appendix A. The appeudix shows many inter-
esting trends in transmission line dimensions as various design parameters such as
frequency, characteristic impedance, or length of the line change. It also shows
the relationship between the total line resistance (i.e., the total loop resistance
calculated by summing the resistance of the signal wire and the resistance of the

parallel combination of the two return wires) and characteristic impedance. As the
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total resistance goes up due to the skin effect or due to increasing line length, the
wires need to be wider and the minimum spacing (S,,;,) increases.

Additionally, the appendix provides valuable information for designing aund
simulating the lines. One weak point of Escovar’s tool is that it only calculates
successful lines without determining the smallest total width necessary. The total
width cquals the sum of the signal wire width (Wg), twice the spacing (S(Z,)),
and twice the ground wire width (Wg). In Appendix A, only the transmission
lines with the three smallest total widths are shown. Lengths with less than three
desigus indicate that the particular design space was not exteusively studied.

The appendix definitely does not provide an exhaustive list of minimumn di-
mensions to produce the desired set of transwission lines. Other wire dimension
combinations and smaller widths may be possible. Application specific transmission
lines may be even smaller. For exainple, if designing a multibit bus with several
parallel transmission lines, then the ground wires can be built smaller with wider
signal wires. Normally, the signal wire should be roughly the same width as the
ground wires to ensure that the signal wire is properly coupled to the return wires.
The parallel transmission lines, however, provide additional shielding and can use
smaller wires. For this thesis, the possibility of sharing return paths was not
investigated. The combination of return currents can affect the RLC paraineters of

the line and requires additional modeling to guarantee transmission line behavior.

4.2 Transmission Line Drivers

Driving transiission lines requires fast, low impedance drivers. The output of
a MOSFET can be modeled as a voltage source conuected i series with a source
resistance. In order to minimize the noise, the drivers should Lhave a constant output
resistance. If the output resistance wmalches the impedance of the transmission
line, reflections would be eliminated. This is called a source-series termination [26].
However, if the output resistaunce of the driver is comparable to the loop resistance
of the transmission line, then it will not be able to drive the line. Furthermore, the

driver’s output resistance can not be too low compared to the line’s resistance or
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there will be potentially damaging overshoot at the line output.

To obtain a first order approximation for the transistor sizing, a spice simulation
was designed to find the transistor widths corresponding to different transistor drive
strengths. The first step was to assume a 50 ps rise time and set this value equal to
the time constant (i.c., output resistance times the load capacitance). Next, solving

this equation for the load capacitance gave

50ps
Ruul.

Cload = (412)

Substituting different values for the output resistance, R,,,, gave different ca-
pacitances, as shown in Table 4.1. These capacitance values were attached to the
output of the transistor, and the width was changed until the rise time equaled
50ps. Using this method, the transistor width corresponding to any driver output
resistance could be found. The resulting transistor widths for the three drivers
using the IBM CMOS10SF spice models are given in Table 4.2.

Ideally, the driver should have a constant output impedance so it can be properly
matched to the transmission line. Unfortunately, this is not the case for MOSFETSs;

they do not have a constant output resistance. When eithier the NMOS or PNMOS

Table 4.1. Load capacitances used in spice to determine driver transistor sizes

R'ouL [Q] Cload[fF]
80 333
100 200
150 625

Table 4.2. Measured rise times and device widths for various drivers

Predicted Driver | Mceasured NMOS PMOS
Output Impedance | Rise Time  Device Width  Device Width
[ [ps] [pm] [pm]
80 50.4 11.25 22.5
100 50.4 9 18
150 50.0 6.05 12.1
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device is fully on, the resistance is constant. When each device enters the linear
region of operation (which occurs during every switching event), the resistance
increases significantly. Figure 4.2 shows the nonconstant output impedance as the
driver switches. As the driver size increases, the output resistance becomes more
constant. The figure also shows that the driver’s output resistance was much less
than expected.

For the lossless transinission lines, overshoot was a major concern. However,
switching to the lossly transmission lines (more accurate for modeling transimission
lines on integrated circuits) showed that the resistance of the transmission line
climinates inost of the overshoot. The mnain performance lmiting factor was signal
buffering aud the FO4 delay; the measured FO4 delay for the process is 70 ps. The
final driver size selected had an NMOS width of 20 pm and PMOS width of 40 ym
compared to the diffusive wire repeaters that have an NMOS width of 12 pm and
PMOS width of 24 um. Figure 4.3 shows the output resistance of the driver. The
resistance is about 38 € when the PMOS is on and 18 Q when the NMOS is on.

The final transmission line driver has a rise time of approximately 10 ps.

Driver output resistance
Rs(Ohms) : InputfVolt)

100 Ohm dri
60004 “ m driver
/

150 Ohm driver

400.01

Rs(Ohrms)

200.0 4

0.0 0.25 0.5 0.75 1.0
Input(Volt)

Figure 4.2. Driver output resistance
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[27, 28, 20, 530]
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Table 4.3. Model parameters for annular and conventional MOSFETs

Parameter ' Annular Annular Conventional
Name MOSFET MOSFET NMOSFET
_ {ws=1501m)
Length fn] | 50 50 50
Width [nm)] 4w, o 600 w
Drain Area | w2-(90 nm)* 14400 155w
[nm?|
Source Area | (w,+155)*-(dw (50))+w? 40525 155w
[nm?]
Drain Periphay | 4w, 600 2w+2x 155
nm|
Source Periphery | 4w, +w, +2(153)) 2440 2w+2x 155
(nm] |

equivalent capacitive loads (500 (F). By changing the number of annular drivers
conmected in parallel, the rise time also changed to match the rise time of the
rectangnlar driver.

Since the largest performance limitation to the transmission line interconnect
is the speed of the buffers, advantages in buffcring arc as important as driver
advantages. The annular drivers were simulated against the rectangular drivers
in two way: first, the transmission line system was tested with the rectangular
buffers and the ammular driver at the end: and second, with annular buffers and
annular drivers. The setup of the buffer, driver. transmission line and receiver are
shown in Figure 4.5.

In terms of area, the annular driver showed a 35% decrease in area, as shown in

Table 4.4. The buffering did not show a comparable drop in area because the buffer

Recelver

Transmission Line

Figure 4.5. Buffer and driver simulation setup



42

Table 4.4. Driver (including buffer) area comparisons

Driver Type (Buffer Type) Buftfer Area Driver Area Total Area
[p1m?] [em?] [pm?|
CMOS Driv. (CMOS Bull.) 5.01 16.02 21.03
Annular Driv. (CMOS Buff.) 5.01 10.05 15.06
Annular Driv. (Annular Buff.) 4.19 10.05 14.24

sizes were limited to discrete sizes. The annular buffer drive strength is changed
by changing thie number of devices in parallel. This number must always be an
integer so exact matching with the conventional devices was not possible. Many
of the other performance differences for the devices can be explained by this size
mismatch, as shown iu Figure 4.6 through Figure 4.15. Figures 4.6 and 4.7 show
large peaks and drops in power consumption. The effect is attributed to standing
waves at mniltiples of the A/4 value (refer to section 5.1.2 for a more in-depth
explanation). All the setups had relatively similar overshoot parameters. as shown
in Appendix B.

Furthermore, in order to obtain the maximum cffect of reducing the drain arca,
the annular transistors nced to be as small as possible. The smaller the devices
beconte, the more designn rules uced to be broken. There are many rules regarding
how transistor gates can be attached to other polysilicon blocks. For example, right
angles arc not allowed between two gates. Fixiug the problem causes the width of
each side to beconie larger, which incrcases the arca of the drain and would reduce
the area benefit. Overall, according to the simulations, the annular drivers do not

show any performance benefit over the conventional drivers.

4.3 Transmission Line Receivers
The transmission line receivers are designed to accomplish three goals: reduce
the reflections caused by impedance mismatch at the end of the transmission line,
reduce the amount of transmission line noise propagated to digital stages, and
reduce the latency of the receiver. In integrated cireuit design, resistors, capacitors,

and induetors require large amounts of arca to build and are difficult to build with
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precise values. The digital designer avoids using these compouents if possible,
which only leaves the size of the receiver as a means to match the transmission
line impedance. In this thesis, initial simulations for the lossless transmission lines
used minimum sized inverters as receivers. To better match the line impedance,
these receivers were replaced with larger inverters. To reduce the propagated noise,
hysteresis was added to the receivers by using complementary dynaiic logic or jam
latches. The proceceding discussion outlines the design process for these circuits
along with a performance comparison of cach receiver.,  Except for the lossless
transmission line simulations and the receiver simulations in this scetion, all the
simulations in this thesis were performed with the dynamic receiver with minimal

liysteresis. This receiver was abandoued for the janl latch receiver late i the study.

4.3.1 Dynamic Receiver and Jam Latch

Noise cannot be eliminated. Tlierefore, the receivers must be noise tolerant.
Complewmentary dynamic logic (CDL) is one way to increase the noise margin.
These gates are implemented witli dynamic logic but include a complementary
gate that sets the noise margin to any amount desired [31]. The increased noise
margin, however, conies at a price; there is a defiuite tradeoff between noise margin,
power, and speed [31].

Utilizing a two-input CDL NAND gate, a noise tolerant receiver can be gener-
ated by connecting the precharge signal and one of the inputs that becomes the
receiver input [32], which is shown in Figure 4.16. The remaining NAND gate input
becomes a reset signal. This signal, however, can only partially reset the circuit. If
the signal is low, the circuit output will not be able to switch low. Fully resetting
the circuit requires the reset and the receiver input to be low.

By resizing the various transistors, the speed, noise margin, and switching
voltage can be set arbitrarily. Larger devices increase the noise tolerance aud speed
of the gate but require more power. For the receiver simulations, a minimum sized
inverter was used as a baseline. The transistors were sized to give the dynamic
receiver rise and fall times comparable to the inverter. Table 4.5 shows the transistor

widths corresponding to the schematic in Figure 4.16.



Input
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Output

Figure 4.16. Dynaiuic receiver sclieuatic

Table 4.5. Dynamic receiver transistor widths

Transistor Name || Type[NMOS/PMOS] Width [nm]

MO
M1
M2
M3
N4
M5
N6
M7
M8
M9

PMOS
PMOS
PMOS
PMOS
NMOS
NMOS
NMOS
NMOS
PMOS
NMOS

1000
200
200
200
600
600
500
200
200
100
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The receiver was further improved by removing the reset signal by connecting

transistor A5 directly to the output and removing A/2. By changing the ratios

between various transistors in the design, the amount of hysteresis and the delay

could be changed. Two designs with different amounts of hysteresis were tested.

Although these pruned dynamic receivers had much bhetter performance than its

predecessor, they did not have significant benefits compared to the other receivers.

Furthermore, the process of sizing the transistors to increase the amount of hys-

teresis was far from intuitive. The hysteresis was dependent on the drive strength



of M8 and M9, the drive strength of A/3 and M7, and the channel resistance of
AL and M6, Figure 4.17 shows the response of an inverter to a rising and falling
input. For the inverter, there is no hysteresis so the two plots are indistinguishable.
Figure 4.18 and Figure 4.19 show the same respanse for the 40 mV and 60 mV
dynamic receivers, respectively.

Eventnally, the dynamic veceiver design was abandoned in favor of a jam latch.
The jam latch consists of a large conventional CMOS inverter with two small
imverters comiected i series to the ocutput, as shown in Figure 4.200 For the
simulations in this thesis, the output was taken divectly after the frst inverter
attached to the input. By switching the output to the location in Figure 4,20, the
noise tolerance iproves and the load has less of an effect on the hysteresis. The
first small inverler’s input is connected to the output of the large inverter. The
second inverter’s output is also connected to the output of the large inverter. The
small inverters add hysteresis by acting as keepers; they do not allow the output of

the large inverter to change until the large inverter forces the first small inverter
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Figure 4.17. DC sweep of CMOS inverter (1o Lysteresis)
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Figure 4.20. Jam latch schematic

to change. The jam latch performed very well and the tradeoff hetween hysteresis
and latency were very straightforward. Figure 4.21 shows the jam latch output
response. Figure 4.22 shows the same plot with cursors showing the switching
points and the amount of hysteresis (133 mV). This is the same design used in the

receiver comparisons.

4.3.2 Receiver Comparisons
The simplest receiver is a CMOS inverter. As a baseline, a small inverter (10x
mininmum sized) and a larger inverter (75x minimum sized) were compared against.

two dynamic reccivers and a midsized jam latch. Table 4.6 comparcs the total
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Figure 4.21. DC sweep of jam latch receiver {130 mV hysteresis)
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Figure 4.22. DC sweep of jam latch receiver (130 mV hysteresis) with cursors

Table 4.6. Recover arca comparisons

Receiver Type Area [pm?]
CMOS (large) 6.01
CMOS (small) 0.80
Dynamic Receiver (40 mV hysteresis) 7.21
Dynamic Receiver (60 mV hysteresis) 5.85
Jam Latch (120 mV hysteresis) 4.89

area of cach recciver. The jam lateh shows execllent use of arca to obtain a large
amount of hysteresis, Obviously, the CMOS inverter will be faster but without any
hysteresis.

Figure 4.23 is a legend for the comparison plots found in Figure 4.24 through
Figurce 4.28. The receivers had simmilar performance characteristics that showed
typical behavior for different sized inverters. All the larger receivers use extra power
(see Figure 4.24}, have faster rise and fall times (see Figure 4.25 and 4.26), and have

larger capacitances, which reduce the amount ol overshoot above Vpp or
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Dynamic raceiver - 48 mV hysteresis
Oynamic receivar - 60 mV hysteresis
a CMOS inventer (large) - WNMOS = 7.5 um, WPMDS =15 pm

a  CMOS inverter (small) - Wy qo = 1 bm, Woypne = 2 um

Jam latch receiver - 132 mV hysteresis

Figure 4.23. Legend for receiver comparison plots
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Figure 4.24. System power consumption - varions receivers (10 GHz)
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below ground (refer to Appendix B). The total propagation delay is affected by
the hysteresis. The hysteresis leads to slower falling transistions and faster risiug
transitions than their nonhysteretic counterparts. There is also a tradeoff between
hysteresis, power, and latency; more hysteresis leads to more power consumption
and higher latency if cverything clse is equal. Based on the simmlations, if no
hysteresis is needed, a simple inverter is sufficient. If hysteresis is desired, the jam
latch works the best. Depending on performance requirements, extra hysteresis can

be added.



CHAPTER 5

TRANSMISSION LINE SIMULATIONS

In spice, there is a lossless transmission line model (T model) that contains six
required arguments: four for the transiission line connections (two on each side),
one for the characteristic impedance, and one for the signal delay of the transmission
line in seconds per meter. An optional argument used in this study is the length of
the transmission line. This argument is essential for the study since the length of
the line is an independent variable being tested.

Additionally, there are several different lossy transmission line models. The
W model was selected for this study because it can directly use the R, L, and
C parameters generated by the transmission line synthesis program discussed in
sectionn 4.1. Initially, the lossless transmission line model with a characteristic
impedance of 100§2 was used. Due to the size and material of the wires in integrated
circuits, the lossy transmission line models are much more accurate. With the
exception of specially marked figures in this chapter, all transmission line modeling
were done with tlie lossy model.

The signal delay of the transmission line depends on the materials surrounding
the conductors and is independent of the transmission line geonretry, as explained

by Bogatin [33]:

A signal can be launched into a transmission line simply by touching the
leads of a battery to the signal and return paths. The sudden voltage
change creates a sudden electric and magnetic-field change. This kink
of field will propagate through the dielectric material surrounding the
transmission line at tlie speed of a changing electric and magnetic field,

which is the speed of light in the material... [All] changing electro-



magnetic fields are exactly the same and are described by exactly the
same set of equations, Maxwell’'s Equations... How quickly the electric
and magnetic fields can build up is what really determines the speed of
the signal... [Maxwell's Equations] say that if the electric and maguetic
ficlds ever change, the kink they make will propagate outward at a speed

that depends on some constants and material properties.

Accordingly, the tiine delay per unit length, T Dy, is given by [33]
1 .
TDL = ; = VEoEr oty (51)

where gy = permittivity of free space = 8.89x10712F/m, &, = relative dielectric
constant of the material = 3.9 (value for silicon dioxide used in this study), s
= permeability of free space=4rx107"H/m, and p, = relative permeability of
the material=1 (for most materials). Therefore, if the relative permittivity of
the material decreases, the electric fields can change more rapidly, causing the
signal to propagate at higlher speeds in the medium. Decreasing the magnetic
permeability would have the same effect, but there are not many materials with
different permeabilities.

Figure 5.1 through Figure 5.6 show the waveforms of lossless and lossy trans-
mission line simulations of different lengths. The following lossless transmission
line simulations include a CMOS driver, transmission line, and a dynamic receiver
(refer to section 4.3 for more details). Figures 5.1, 5.3, and 5.5 each have two
plots. Both plots have the input voltage which is attached to the gate of the driver.
The lower subplot, the receiver input, is the node at the end of the transmission
line attached to a minimum sized inverter. The upper subplot, the receiver output,
is the node at the output of the minimum sized inverter. All the simulations were
done in spice using the IBM CMOS10SF BSIM models.

Figures 5.2, 5.4, and 5.6 show transinission line systenis with the lossy trans-
mission line model for similar interconneet lengths as the lossless simulations. The

lossy transmission lines were modeled at a mch lower frequency than the lossless
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transmission lines. The lossless lines were modeled at a frequency much greater than
the mnaximum frequency permitted by the FO4 delay for the process. Therefore, the
lossy transmission lines were mnodeled at more realistic frequencies for the process
and include the buffering circuitry connected to the driver. For lossy transmission
lines, overshoot was no longer a major concern. Also, Vpp was changed from 1.2
V to 1.0 V in order to more accurately reflect the voltage for the process.
Furthermore, transmission line propagation requires that the rise and fall times
of the driver are less than the twice the time of flight for the signal. This cnsures
that there is cnough time for the incident wave to travel to the end of the line and
for the reflected wave to return to the driver. Below this minimuimn trausmission line
lengtli, the transmission line interconnect starts to act more like a low resistance
diffusive wire with a strong driver. Assuming a rise time, 7, of 10 ps, the minimum

transmission line length, L,,.,, the signal can travel is

Tr

2V LC

me = (5 2)

where L and C are the inductance and capacitance per unit length, respectively.

This results in L,,;, of 650 jun.

5.1 Transmission Line Simulation Results

The transmission line siinulation setup cousisted of a buffer, a driver, a traus-
missiou line with Z, = 50 €2, a dynamic receiver with 40 mV hysteresis, and a load
equal to 5x the size of a minimum inverter. The buffer and driver were conventional
MOSFETS (neither were annular). The dynamic receiver was initially chosen and
used in these simulations due to its performance and hysteresis levels. Later, the
jam latch was deemed to be a better choice. Since changing the receiver only
made a small difference in the overall system performance, the simulations were
not repeated with the jam latch receiver (refer to section 4.3 for more information

on the transmission line receiver studies).



64

All the transmission liue sitnulations were doue at frequencies of 1 GHz and 10
GHz. Since the transmission line parameters are length and frequency dependent,
a unique transmission line was designed for every length and frequency pair. This
assured the highest degree of accuracy for the simulations. Appendix A lists the
values of these transmission line parameters. Both frequencies (1 GHz and 10 GHz,)
used the same rise and fall times of 10 ps for the initial prebuffered input. Buffering
the signal provided a good way to modecl more realistic risc and fall times to use as

inputs for the transmission line drivers.

5.1.1 Latency

The rise and fall times for all of these simulations are the amount of time
required for the receiver output (which is connected to the load) to swing from 10%
to 90% Vpp. These results are shown in Figures 5.7 through 5.10. The latency
is measured at the receiver output so that the total system response is ohserved.
The propagation delay is the amount of time required for the input voltage (before
any buffering) to cause the receiver output to change. These results are shown in
Figures 5.11 through 5.14. The propagation delay is dependent on the speed of the
buffers, drivers, receivers, and line lengths. This delay did not change for the 1
GHz aud 10 GHz case. The difference in frequency came from reducing the time

the signal remained high and low.

5.1.2 Power

The power consumption was measured by finding the root mean squarc (rs)
current over two clock cyeles once the systemn is in a steady state and multiplying
this value by Vpp. For the 1 GHz case, tlie power increased logaritlunically with the
length of the line (see Figure 5.15). On the other hand, the 10 GHz transmission line
reaches a maximum for a length slightly less than 4000 pum, decreases, and increases
again to the same maximum value (see Figure 5.16). The power consumption is
periodic, behavior not ohserved with the 1 GHz input. The most likely cause for
this effect is standing waves. These waves are caused by tle superposition of tle

incident and reflected waves moving in opposite
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directions. At certain places on the transmission lines, there are nodes with minimal
displacement and maximal displacement. Standing wave effects become noticeable
when the length of the line is of a similar magnitude as one fourth the wavelength,
A/4. For line lengths equal to odd multiples (i.e., 1, 3,5, ..., 2n + 1) of A/4, there
is maximal displacement at the eud of the line; the driver and the transmission hnc
attempt to force a large voltage swing at the end of the line. For line lengths equal
to cven (i.c., 2, 4, 6, ..., 2n) of A/4, there is minimal displacement at the end of the
line.

The speed of light in the transmission lines is equal to (34]

)=

1
vLC

where [ and C are the inductance and capacitance per unit length, respectively.
The ratio of L and C' is sct for cach characteristic impedance and is independent.
of length. Using the parameters from Appendix A, the spced of light in a 50

transmission line is

L =102387uH/m (5.4)
C = 154.Tpf /i (5.9)
v =1202x10%n/s = 129um/ps (5.6)

The wavelength of tlie signal is given by

A= (5.7)

v
f

For the speed of light in the medium and a frequency of 10 GHz, A is 12,900
em anc A/4 is 3200 gem. This value corresponds well with Figure 5.16. The figure,
however, only shows data points for 3000 pm and 4000 rem. Additional data points

within this range should show that the power reaches a maximum value at this
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point and tapers off. Furthermore, a power minimum is expected at A\/2 at 6400
pm. The closest data point at 6000 pum shows a minimum in the power.

Although the A\/4 wavelengths affected power consumption, it also affected the
amount of overslioot on the transmission line (see section 5.1.3). Therefore, the
receiver must. be able to tolerate the extra overshoot (which reached a maximum
of 25% Vpp).

The 1 GHz signal did not have the same problemi due to the large wavelength of
the signal; its waveleugth is one order of maguitude larger. The first length equal
to A/4 and a corresponding power maxinmin would be at 32000 pan. In practice,

transmission lines this long arc not feasible due to thie higlh amount of loss.

5.1.3 Overshoot and Noise Tolerance

The lossless transmission lines are very sensitive to overshoot. Observing the
waveforms (see Figure 5.1, Figure 5.3, and Figure 5.5) sliows that the overshoot can
be more than 25% Vpp. There is no resistance in the line to attenuate the signal
or attenuate reflections. The more accurate lossy models do not have this same
problem (see Figure 5.2, Figure 5.4, and Figure 5.6). Additionally, the waveform
outputs for the lossy lines are very clean without ringing. One concern about
the transmission line system is large ringing caused by reflections from impedance
mismatches. This ringing can cause glitches in the output. Therefore, no ringing
is a very good sign for the transmission line system. To measure the amount of
overshoot at different parts of the transmission line system, the maximum and
minimum voltages were measurcd at both ends of the transmission line, as shown
in Figures 5.17 through 5.20. The maximum voltages give the overshoot above
Vop, and the minimnm voltages give the overshoot below ground.

Simtlar to the diffusive wires, sending the sigual through various logic gates
limits the cffect of steady state noisc to the system. The transnission line DC

sweeps showed alimost exactly the sane behavior, as scen in Figure 3.13.
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5.2 Area Requirements

Since transmission lines operate by sending changing electric and magnetic
fields, thev do not require repeaters like the diffusive wires (repeaters may be
necessary, however, to change direction 90°). The spice simulations show that none
of the transmission lengths tested required repeaters; they were not added into
any of the transmission line simulations. As the transmission lines become longer,
however, there are more problems with reflections and waiting for the reflections to
affect the line output. Adding repeaters to the transimission lines would reduce the
noise but would require more power and would add a small amount of delay. The
silicon arca for the total transmission line system consists of the buffer, the driver,
tlie receiver, and the load. The same circuitry is used for all the transmission line
systems so the silicon area is independent of the interconnect length. The silicon
area is 26.31 pan? for all lengths. This is roughly equal to the amount of silicon
necessary lor a diffusive line 1000 pim long.

The metal wires and spacings for the transmission line require wider regions
for the transmission lines themselves. The total width is the amount of width
required for the signal wire, the two ground wires, and the two spacings between
the ground and signal wires. The total width varies widely with the length of the
line, frequency, and desired characteristic impedance; it can be anywhere from 1
ran to 30 pm. For most applications, one of the narrower (1 to 10 pm total widths)
areas can be used. Bus signals require the two return paths and the signal path
to ensure that the RLC parameters are correct; it may be possible to share return
paths, but this requires further research. Forking has more stringent iinpedance
matching requireinents; it nceds some wider lines (20 - 30 pm total widths) to
achieve the high impedances necessary. Appendix A shows the actual values of

these dimensions.

5.3 Transmission Line Forks
A transmission line fork refers to connecting a single transmission line to two

perpendicular transmission lines. This creates a “T” shape at the location of the
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fork. Tn order to minimize fork reflections and maximize the energy transmitted,
the impedances must be matched on both sides of the fork. Siuce the two attached
lines are in parallel, the combined impedauce is the parallel combination of the
impedances of the attached lines. Assmning identical lines, the impedaice of the
two lines in parallel is one half the characteristic impedance of each line. Therefore,
in order to match the impedance, the attached lines must have twice the impedance
of the initial liue.

Lower characteristic impedances implics higher capacitance and lower induc-
tauce per unit length of the line as demonstrated by equation (4.6). The capacitance
can be lncreased by decreasing the spacing of the line. The maxinmun capacitance
and thus the minimum characteristic impedance is set by the design rules for mini-
mum spacing between the metals; for the 2x thick copper layers under investigation,
the minimum spacing is 0.20 pm (see layers BA, BB, BD-BG in Table 2.1). This
correspotided to a minimum realizable characteristic impedance of ~ 35 2. Even
if lower impedance lines were possible, the drivers may not he able to drive them
anyway. Higher characteristic impedance implies the opposite: higher inductance
and less capacitance per uuit leugth. The main way to reduce the capacitance is
to increase the spacing between the signal and ground wires. In terms of modeling
the transmission lines and not breaking design rules, there is not an upper bound
to the characteristic iinpedance. For an actual integrated circuit, however, several
factors limit tlie maximuin spacing and the maximum impedance possible. First,
wide spacings mean that the transmission lines will be very area expensive. The
minimum pitch wires will be 0.20 jum. If a transmission line systew requires 30+ pm
to realize a specific impedance, there may not be enouglh space for it. Second, even
if there is space on the metal layer of interest for the transinission line, wide spacings
would make the capacitance and inductance of the transmission line more coupled
to metal traces on other layers. Therefore, very wide lines require the designer to
verify that other metal layers do not significantly affect the L parameters of the
line.

The range of possible impedances dictates the number times a transmission
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line can be forked. More forks means that the signal can be sent to more places
without repeaters. Due to the range for the metal layers, the maximum number of
forks is Lwo with the following transmission line impedances: 35 2, 70 2, and 140
2. For a single fork, any impedance belween 35Q and 7002 can be used wilh its
double. The main application of forking would be for a clock distribution network
or broadecast signals to different. dic locations. These networks nead to be able
to cover an arca of 1 cm? arca. The fArst simuolation consisted of a 10000 jm
trausmission e with Z, = 5002 conncected to two transmission lines that are 5000
jon long with Z, = 10082, The resulting waveforms are shown in Figure 5.21. The
buffer, driver. receivers, and loads were all exactly the same as for the transmission
line simulations without forks. For an iuput frequency of 10 GHz, the output
waveforms were very clean without attenuation. The internal nodes are very noisy
but this does not affect the output. For two forks, there was attenuation that was
independent of line length except for very shorl lengths (~ 100 pm legs) when the
input frequency was 10 GHz. Slowing down the [requency to 8 GHz removed most

of the attenuation. as shown in Figure 5.22.
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CHAPTER 6

COMPARISONS: TRANSMISSION
LINES VS. DIFFUSIVE WIRES

One of the main purposes of this thesis is to compare the tradeoffs between dif-
fusive wires and transmission lines. This section reproduces data already presented.
However, the results for the diffusive wires and transmission lines are placed on the
same figures to permit casier comparisons.

The simulations for both the diffusive wires and the transmission lines are set
up to be as equal as possible. Both sets include signal buffering that consists of two
inverters connected in series. Both sets have a driver attached at the beginning of
the interconuect. At this point, the diffusive wires simulations have minimum
pitch wires with optimally sized and spaced repeaters. The transmission line
interconnects consist of coplanar transmission lines with a characteristic impedance
of 50 0 designed for tlie particular frequency and length of the line. After this point,
both are attached to a receiver which is attached to a load 5x the size of a 1ninimum
sized inverter for the process. The load is roughly 1/5 the size of the output stage of
the jam latch receiver aud 1/10 the size of the output stage of the CMOS receiver.
Although the number of logic stages (not including repeaters for the diffusive wires)
is the same for both sets of interconnect, the sizings are not.

Due to the frequency limits of the diffusive wires, they were only simulated at
1 GHz. The transmission lines were also tested at 1 GHz. Since they have many
advantages with increasing frequency, the transinission lines were also tested at 10
GHz. Both input signals (the 1 GHz and 10 GHz) have rise and fall times equal to
10 ps.

It order to truly act as a transmission line, the transmission line length should

not be less than the half the distance the signal cau propagate in the medinm
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during the driver rise or fall time. Assuming 50 2 transmission lines and 10 ps
rise and fall times, this minimum length is 646 pm. Below this length, the signal
propagation is controlled by a combination of RC' and RLC cffects. Therefore,
very short transmission lines (below 500 pm) act more like diffusive wires with low

resistance wires and a stroug driver than a transmission line interconnect.

6.1 Propagation Delay
I terms of rise times, fall times, and propagation delays, the transmission
lines thoroughly outperformed the diffusive wires for longer interconnects. The
propagation delay is the time it takes for a switching event on the prebuffered
input to switeh the receiver output. Already for interconnects that are 300 pnt
long, the transmission lines outperform the diffusive wires, as shown in Figures 6.1
througl 6.8. The length where the transmission line performance surpassed the

diffusive wires was relatively constant on the frequency range of 1 GHz to 10GHz.

6.2 Power and Energy Consumption

Figures 6.9 through 6.16 compare the power and energy consumption of the
diffusive wires and the transinission lines. Operating at the same frequency of 1
GHz, the transmission lines consuine slightly less power for lengths greater than 400
pm (Figure 6.9) and much less power as the line length passes 5000 pm. Increasing
the frequency by a factor of 10x increases the power consumption by a factor less
than 10x; this can be observed by coniparing Figure 6.9 to Figure 6.11.

The energy per bit was calculated to show the higher efficiency of the trans-
mission lines at higher frequencies. For the 1 GHz transmission line simulations,
both the diffusive and transmission line interconncects are operating at the same
frequency. Therefore, the figures showing the energy per bit looks exactly like the
powcer consumption figures except for changing the units on the axes. For the 10
GHz transmission lines, the power consumption is always higher than the diffusive
wires except for a few dips due to standing wave reflections. The cuergy per bit,
however, of the 10 GHz transwission line significantly outperforms the diffusive

wires of almost amy length (Figure 6.15). This shows the motivation behind using
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the transmission lines for a data bus; roughly a 3x increase in power yields a 10x
increase in frequency (Figure 6.11). The 10 GHz transmission lines show a periodic
power consumption. This is due to various line lengths corresponding to even and
odd multiples of A/4, as discussed in Chapter 5. Further power savings may be
possible with the transmission lines by adjusting the frequency and line length
to take advantage of these standing wave reflections. This topic requires further

rescarch.

6.3 Throughput

The transmission lines outperform the diffusive wires in terms of throughput
for lengths greater than 400 pm. The diffusive wire maximum throughput was
determined by increasing the frequency of the input until the output no longer
reached 10%-90% of the supply voltage, Vpp.

The transmission line throughput was limited by the F04 delay (i.e., the time
required to transmit the signal from one stage to the next one that is 4x the
size}. Therefore, the transmission line throughput was relatively independent of
interconnect length. The maximum throughput of the transmission line systems was
approximately 13 GHz. This can be compared with the diffusive wire throughputs
in Figure 3.11 and Figure 3.12; the maximuin diffusive wire throughput was approx-
imately 4 GHz for interconnects length over 500 pm. The shorter diffusive wires
had a higher throughput since they did not require repeaters. The transmission

lines themselves were capable of transmitting signals with a higher throughput.

6.4 Area
The area comparisons need to be separated into three categories to accurately
understand the advantages and drawbacks of both systems: silicon area, vias, and
upper metal layer area. Silicon area and vias will be discussed jointly because they
arc both drawbacks of the diffusive wires. Metal layer area is only discussed for

transmission lines since it is only a drawback of this system.
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6.4.1 Silicon Area and Vias

As shiown in Figure 3.14 and Figure 3.15, the nuniber of repeaters and hence the
total silicou arca required for the diffusive wires is lincarly dependent ou the length
of the line. Furthermore, each repeater requires a set of two vias that penetrate all
of the metal layers to conunect the upper metal wire to the repeater on the substrate.
Vias do not require very mucl area but they do block signal routing on all the metal
layers. Removing vias makes more metal tracks available for routing the signal.

Since the transmission lines do not use repeaters, its silicon area is about 26.3
pum? and is independent of length (see section 5.2). The transiission area is slightly
higher because of the larger driver (NMOS width of 20 gem for the transiission line
driver as opposed to an NMOS width of 12 pm for the diffusive wire driver and
repeaters) and buffer sizes for tle transmission lines. Once the diffusive wires
require three repeaters, the transtission lines consume less silicon arca than the

diffusive wires. This occurs at a length of about 1500pm (Figure 3.15).

6.4.2 Upper Metal Layer Area

The diffusive wires simulated were implemented with minimum pitch wires on
the top copper metal layer available in the process. The minimum pitch is 0.20
jan. In practice, the wires will be wider than this to avoid variation and reduce
the wire delay. Wider wires, however, require larger repeaters and higher power
cousumption. Furthermore, long wires scnding critical signals need to be shielded
from other wires. Tlie most connnon ways of doing this include increasing the space
between wires and ensuring that adjacent wires do not switch in opposite directions
at the same time. Therefore, the actual width required for the diffusive wires will
be greater than 0.20 pm.

Siuce the transmission lines cousist of a coplanar sandwich (Figure 4.1), the
signal wire is already shielded from other signals. Therefore, they can be placed as
close as the design rules permit on the samne laver. For transmission lines with wide
spacings, the designer must verify that the transmissiou line RLC parameters are
not influenced by other layers. Even adjacent, parallel transmission lines will not

share return paths to ensure that the RLC parameters remain constant. Further
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studies may be able to combine these return paths and verify the characteristic
impedances of the lines.

The total width for the transmission lines depends on a number of factors (see
section 5.2). The total widths for a 10 GHz transinission line with a 50 2 impedance
for lengths of 1000pm, 3000um, and 10000 pm are 3.37 pm, 12.2 pym, 27.1 pm,
respectively (refer to Appendix A). The louger interconnects basically need wider
wires to decrease the resistance per unit length of the line.

Duc to the wide variety of transmission line widths possible, it is niore difficult
to quantitatively compare the metal arca tradeoffs. For most integrated circuit
desigus, liowever, it should be noted that the lower layers are wore valuable than
the upper layers. That is to say, the silicon substrate and the first few metal layers
are heavily occupied by devices, routing, and local interconnects. The upper metal
layers are utilized far less; they are mostly used for power supplies, clock signals,
and global interconnects. Therefore, although the transmission lines require more
metal area, they trade silicon area and routing space for less valuable upper metal

layer area.

6.5 Noise Tolerance

The lossless transinission line models operating at high frequencies were very
susceptible to ringing and large voltage spikes that could cause glitching (Figure 5.1,
Figure 5.3, and Figure 5.5). The lossy transmission lines did not show any ringing
and very limited overshoot (Figure 5.2, Figure 5.4, and Figure 5.6). The resistance
of the transmission line does an exeellent job of attenuating the reflections. In
practice, tlie signals will most likely be more noisy because the RLC paramcters of
the line can not be perfectly controlled due to process variationn.

Due to thie buffers and drivers in series, both tlie diffusive wires and the trans-
mission lines filter out noise coming from the input. The diffusive wires continue
this process by passing through a repeater every 500 yzm whereas the transmission
lines rely on cousistent RLC' parameters to avoid misinatch and reflections on the

line.



CHAPTER 7

CONCLUSION AND
RECOMMENDATIONS

As shown in Chapter 6, the transmission lines showed significant latency, power
consumption, and throughput benefits over the diffusive wires. Operating at the
same frequency of 1 GHz, the transmission lines had a smaller propagation delay
for all interconnects over 100 um (Figure 6.2) and consumed less power for all
interconnects greater than 400 pm (Figure 6.10). The throughput for the trans-
mission lines were limited by the throughput of the signal buffer connected to the
transmission line driver; the maximum throughput was approximately 13 GHz for
all interconnect lengths. The diffusive wires, on the other hand, had a maximum
throughput around 13 GHz for interconnects less than 500 pym (Figure 3.11). For
longer interconunects, the thronghput dropped to 4 GHz for interconnect lengths of
4000 pm and greater.

The main negative tradeoff of the transmission lines is the upper metal layer
arca requirements. Building transmission lines requires three wires (one signal path
and two return paths) that are usually wider than the minimum pitch wires. Also,
to obtain the desired impedance, the transiission lines require spacings that arce
usually wider than the mininnun wire spacings. The total systein transmission line
width will always De at least five times the width of the mininnun pitch wire, as
seen in Appendix A.

Although at first glance these area tradeoffs seem very large, a second look
shows that the situation is not that bad. First, in actual systems, critical high speed
interconnects will not be connected by minimum pitch wires separated by minimum

spacings. The wires and their spacings will be larger than the minimum values to
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minimize variation, resistance, and cross coupling capacitance. Fatter wires reduce
resistance. Larger spacings reduce capacitance. Second, the diffusive wires require
shielding to mitigate noise. The transmission lines are already shielded due to the
return paths on either side of the signal. Third, the diffusive wires require repeaters.
Each repeater requires at least two sets of vias counecting the signal ictal layer to
the substrate and back. These repeaters block routing space on all the intermediate
metal layers. The lack of repeaters also translates to extra silicont arca. Therefore,
the transmission lines can actually free more lower metal layers (crucial for very
short intercoimmects and routing) and provide more silicon space to place devices.

Furthermore, this thesis was based on the IBM metalization option offered by
MOSIS for the IBM 65 nm process, whiclt consists of 6 thin copper wetal layers
(1x thick), 2 thick copper metal layers (2x thick) in FTEOS (silicon dioxide-like
substance), and 1 very thick aluminum layer. Thicker metal layers would decrease
the necessary total transistor width. A lower k dielectric would allow the spacing
to decrease while maintaining the desired characteristic impedance in addition to
increasing the speed of light in the medium (see Chapter 3).

Another way to mitigate the area tradeoff is to utilize the transmission line’s
higher bandwidth. Since the transmission line can consistently operate at around
13 GHz, it has approximately 3 times the bandwidth than the diffusive wires for
interconnects longer than 4000 pm. For a signal bus, this can translate to three
diffusive wires being replaced by a single transmission line. As discussed in section
6.2, this replacement is also more energy efficient per bit transmitted. Furthermore,
the transmission line bandwidth is limited by the speed of the buffers and the drivers
and not the transmission lines themselves. In future processes, the bandwidth of
the transmission lines will increase with the performance of the transistors. The
diffusive wire system will require more repeaters. Its throughput will 1ot increase
appreciably since the BRC wire delay will remain a problem.

Another unknown issuc for the transmission lines is their noise tolerance and
sensitivity to wires on other layers. As previously discussed, the transmission lines

arc shiclded by other wires on the same layer due to the surrounding return paths.
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If tliere is a transmission line that requires a large spacing, it is possible that the
transmission line could become coupled to a wire on another layer. The trausmission
lines requiring larger spacings will require more care to avoid coupling on other
layers (i.e., large metal wires caunot be placed parallel to the transmission lines
on adjacent layers). Since these issues arc niore design specific, they were not

addressed in this thesis.

7.1 Potential Applications

The results of this thesis are mainly targeted at three applications: point-to-
point signaling, data buses, and clock distribution networks. Basically, any wire
longer than about 400 pm and shorter than 10000 um (or 1 cm) will have better
performance with the transmission lines, as shown in Figure 7.1. Below 400 jum,
diffusive wires will have roughly the same performance as the transmission lines.
As the transmission lines become very long, the wires need to be very wide to
reduce resistance; otherwise, tlie transmission line will operate in the RC regime.
Additionally. the high resistaiice of very long transmission lines makes them difficult
to drive; the output is almost always attenuated. If interconnects longer than
7500 pm are needed, alternatives such as optical interconnects become a viable
solution. In summary, on-chip interconnects that do not require repeaters should
be implemented with diffusive wires. Interconnects that normally require repeaters
should be replaced with transmission lines. Very long or off-chip interconnects
should employ an alternative interconnect. The exact lengths where a designer
shiould switcl interconmnects depend on the application and design constraints. Since
the transmission lines perform well at higher frequencies, wires with higher activity

factors will benefit the most from trausmsston lines.
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The clock signal of a digital circuit has a very high activity (by definition it
changes every clock cycle). For a synchronous design, the clock needs to arrive
everywhere in the system at the same time with as little variation as possible. In
aclelition to the benefits already discussed, the transmission lines would he very
tolcrant to variation because of the wide wires and large drivers. The transmission
line can reasonably be forked two times with impedance matching; the clock signal
could be sent to four places at once without any repeaters. Total wire lengths of

up to 15000 gan have alrcady been simulated successtully (refer to section 5.3).

7.2 Future Research

All the results in this thesis rely on the transmission line synthesis tool correctly
determining resistance, capacitance, and inductance of the line. The impedance
calculating tool (see section 4.1) has been compared to other tools widely used in
academia. The next step is to build a test chip to determine if the transmission
lines act as expected.

Depending on the results of the test chip. future research would include devel-
oping tools to automatically generate the transmission lines and replace diffusive
wires with them. These tools could be applied to an existing integrated circuit
design. An excellent study would be to implement. a large integrated system with
and without the transmission lines to sec what system level cffects and tradeoffs

OCCUr.



APPENDIX A

TRANSMISSION LINE DIMENSIONS

This appendix consists of a table listing many of the transuission line dimen-

sions calculated with Escovar’s tool (see section 4.1.3).

Table A.1: Transmission line parameters for IBM
65nm process

Frequency = 1 GHz

Z, = 50 O
Metal Thickness = 0.35 pam
L Ws We o Snin 5(Z,) | Wr | Ry R L C

lpm] | ] [em]  (pm]  [pm] | [pm] | [©) | kQ/m] [pH/m| [pF/m]
100 | 02 02 000 03304 | 1.26 | 20 | 3695  0.378  151.2
100 | 04 02 006 0.3764 | 1.55 | 20 | 246.3 0381 1526
100 | 02 04 006 03217 | 1.64 | 20 | 307.9  0.388 1552
200 | 0.2 02 020 03202 | 1.26 | 20 | 3604 0378  1561.1
200 | 04 02 013 03743 | 1.55 | 20 | 2463  0.381 1524
200 | 02 04 015 0.3206 | 1.64 | 20 | 3079 0388 1552
300 | 04 02 022 03735 | 155 | 20 | 2463 0381  152.3
300 | 02 04 026 03202 | 1.64 | 20 | 307.9  0.388 1552
300 | 04 04 014 03734 | 105 | 20 | 1847 0387 154.7
400 | 04 02 034 0373 | 155 | 20 | 2463 0381 1522
400 | 04 04 021 0373 | 195 20 1847  0.387 1547
500 | 04 04 030 03727 | 1.95 | 20 | 1847 0387 1547
600 | 05 05 020 0393 | 220 | 20 | 1478 0380 1556
600 | 1 0.5 018 04824 | 296 | 20 | 9832  0.387 135
600 | 05 1 020 03743 | 3.25 | 20 | 1232 0405 1618
700 | 0.5 05 038 03028 | 220 | 20 | 147.7 0380 1956
700 | 1 05 023 0482 | 2.96 | 20 | 9833  0.387 135
700 | 03 1 0.26 03742 | 3.25 | 20 | 1232 0405 16138
800 | 1 0.5 020 04817 | 206 | 20 | 9853 0387 1549
800 | 05 1 033 0374 | 325 | 20 | 1232 0405 1618
800 | 15 05 022 05466 | 3.50 | 20 | 821 0388 135
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Table A.1 — continued from previous page

L [Ws Wg Sum S(Z) ] Wr [R.,] R L C
900 | 1 05 035 04814 | 296 [ 20 | 98.52  0.387 1549
900 | 1.5 0.5 028 05462 | 3.59 | 20 | 821 0387 135
900 | 1 1 020 04819 | 396 | 20 | 73.89 0395 1581
1000 [ 1 05 043 04812 | 296 | 20 | 9852  0.387 1549
1000 | 1.5 0.5 0.3 05458 | 359 | 20 | 821  0.387 135
1000 | 1 1 024 04817 | 396 | 20 | 73.89  0.395 158.1
2000 | 2 1 055 0.6351 | 527 | 20 | 49.26  0.388  155.4
2000 | 2 15 037 0642 | 628 | 20 | 41.05 0391  157.1
2000 | 3 1 042 0745 | 649 | 20 | 41.05  0.387 1549
3000 | 3 15 067 07795 [ 756 [ 20 | 32.84 0387 154.9
4000 | 4 2 078 09144 | 983 | 20 | 2464 0386 1345
4000 | 5 2 065 1016 | 11 | 20| 2218 0385  154.2
4000 | 4 3 048 09392 | 11.9 | 20 | 2034 0389 1556
5000 | 4 3 083 09382 | 11.9 [ 20 | 20534 0389  135.6
5000 | 6 2 104 1104 | 122 |20 | 2034 0385 1539
5000 | 5 3 071 1067 | 131 |20 | 18.08 0.386 1544
6000 | 6 3099 1179 | 144 [ 20| 1643 0384 1537
6000 | 5 4 084 1077 | 152 | 20| 16.03 0389 1555
6000 | 7 3 086 1279 | 156 | 20 | 1527 0383 1533
7000 | 6 4 107 1208 | 164 | 20 | 1439  0.386 1543
7000 | 5 5 103 1067 | 171 | 20 | 148 0393 1571
7000 | 7 4 091 1327 | 17.7 | 20 | 1321 0384  153.6
8000 | 7 5 1.02 1345 | 19.7 [ 20 | 11.99 038  154.3
8000 | 6 6 1.00 1.201 | 204 | 20 | 1234 0392  156.8
8000 | 7 6 0.8 1346 | 21.7 | 20 | 1117 0388 1553
9000 [ 10 4 140 1.621 [ 212 [ 20| 1111 0382 1527
9000 | 8 6 100 1479 | 23 | 20| 1029 038  154.3
9000 | 12 4 120 1781 | 23.6 | 20 | 1029 0381 1526
10000 | 8 6 139 1478 | 23 | 20| 1029 038  154.3
10000 | 12 4 167 1779 | 236 | 20 | 1029 0381  152.6
10000 10 6 107 172 | 254 | 20 | 9.061  0.382 153
11000 | 10 6 146 1719 | 254 | 20 [ 9.061  0.382 133
11000 | 12 6 120 1.931 | 27.0 | 20 | 8243 0.381 1523
Frequency = 5 GHz

Zo =50
Metal Thickness = 0.35 pm
2500 | 25 2 038 0725 | 7.95 [ 20 ] 3221 0391  156.4
Frequency = 10 GHz
Z, =254
Metal Thickness = 0.35 pm
100 [0.25 0.2 0.08 0.09903 | 0.848 | 20 | 3202  0.224  338.1
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Table A.1 — continued from previous page

L Ws W¢ S, S(Zy) W | Ry, R L C
100 05 02 005 0.1018 | 1.1 | 20| 221.7 0.232 370.7
100 | 075 02 004 0.1025 | 1.35 | 20 | 188.9 0.238 380.8
200 | 0.75 0.2 0.09 01021 | 1.35 | 20 | 1889 0.238 380.8

Z, =350
Metal Thickness = 0.35 um

100 0.2 004 02131 | 1.83 | 20 | 1725 0.295 241.1
200 1 0.2 0.08 02116 | 1.82 | 20 | 172.6 0.295 240.9
250 | 075 0.2 013 0.2051 | 1.56 | 20 | 188.9 0.291 237.9
300 1 0.2 015 0.2109 | 1.82 | 20 | 1725 0.295 240.8
400 1.5 0.5 0.07 0.2246 | 295 | 20 32.33 0.305 249.2
500 1.5 05 010 02243 | 295 | 20 | 8234 0.305 249.2
600 1.5 05 014 0224 | 295 | 20 | 82.33 0.305 249.2
700 1.5 05 018 02239 | 295 | 20 | 82.33 0.305 249.2
800 2 0.75 0.12 0.2365 | 3.97 | 20 57.9 0.309 252.6
900 2 0.75 015 0.2364 | 3.97 | 20 | 57.89 0.309 252.6
1000 2 0.75 0.19 0.2363 | 3.97 | 20 | 57.89 0.309 252.6
1000 4 0.5 023 0248 | 5.5 | 20 | 62.69 0.317 2538.5
1000 ) 05 021 02321 | 6.5 | 20 | 60.62 0.320 261.1
2000 4 1.5 0.23 0.2808 | 756 | 20 29.8 0.313 255.3
2000 5 15 020 0.2982 | 86 | 20 | 27.37 0.311 254.1
2000 6 1.5 018 0.3126 | 9.63 | 20 | 26.16 0.310 253.2
3000 4 4 0.23 02704 ) 125 | 20 | 20.38 0.325 265.6
3000 5 4 0.19 03018 | 13.6 | 20 18.1 0.318 259.9
3000 4 5 0.21 0.2661 | 14.5 | 20 | 19.82 0.328 268
4000 6 5 029 03292 | 16.7 | 20 | 15.39 0.315 256.8
5000 | 10 5 037 04348 | 20.9 | 20 | 12.34 0.300 244.7

Z, =50
Metal Thickness = 0.35 pm

100 05 0.5 000 03975 | 23 | 20| 1478 0.390 155.8
100 1 N5  0.02 04924 | 298 | 20 | 98.62 0.389 155.4
100 0.5 1 0.02 0.3786 | 3.26 | 20 | 123.4 0.404 161.8
200 05 05 006 039 | 229 | 20 | 14738 0.389 155.7
200 1 0.5 0.04 04872 | 297 | 20 08.6 0.388 155.2
200 | 05 1 0.04 03762 | 3.25 | 20 | 123.5 0.405 161.8
300 05 05 010 03941 | 229 | 20 | 147.8 0.389 155.7
300 1 0.5 006 04852 | 297 | 20 98.6 0.388 155.1
300 0.5 1 0.07 03754 | 325 | 20 | 123.5 1.405 161.8
400 05 05 016 03936 | 229 | 20 | 1478 0.389 153.7
400 1 0.5 0.09 04841 | 297 | 20 | 98.62 0.388 155
400 | 0.5 1 0.10 03743 | 3.25 | 20 | 1235 0.405 161.8
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Table A.1 — continued from previous page

L Ws Wg S, S(Z,) Wr | Ry, R L C
500 05 05 022 03932 | 229 | 20 | 1478 0.389 155.6
500 1 0.2 033 04596 | 232 | 20 | 172.5 0.385 153.8
500 1 04 016 04786 | 2.76 | 20 | 1109 0.3%6 154.5
600 1 0.2 045 0.459 232 | 20 | 1725 0.3%4 153.8
600 1 0.4 0.22 0.478 2.76 | 20 | 1109 {).386 154.5
600 1.5 0.2 041 05057 | 291 | 20 | 156.2 0.387 155
700 1 04 028 04776 | 276 | 20 | 1109 0.386 154.5
700 15 04 023 0.538 3.38 | 20 94.6 0.387 154.8
800 1 04 035 04773 | 2,75 | 20 | 1109 0.386 154.4
800 1.5 0.4 029 05375 | 3.37 | 20 94.6 0.387 154.8
900 1 04 044 0.477 275 1 20 | 1109 0.386 154.4
900 15 04 0.36 0.537 3.37 | 20 94.6 0.387 154.7
1000 | 1.5 04 044 0.5366 | 3.37 | 20 94.6 0.387 154.7
1000 | 1.5 05 0.34 0.547 3.9 | 20 | 8228 0.387 154.8
1000 2 0.5 030 0.5984 4.2 | 20 | 74.17 0.388 155.1
1100 | 1.5 0.5  0.41  0.5467 | 3.59 | 20 | 82.28 0.387 154.8
1100 2 0.5 036 0.5979 42 | 20| 7417 0.388 155
1100 | 1.5 1 0.21 0.5698 | 4.64 | 20 | 57.78 0.390 155.9
1200 | 1.5 0.5 0483 0.5464 | 3.59 | 20 | 82.28 0.3387 154.7
1200 2 0.5 043 0.5975 42 | 20 | 74.17 0.338 135
1200 | 1.5 1 0.20  0.5696 | 4.64 | 20 | 57.78 0.390 155.9
1300 2 0.0 050 05971 | 419 | 20 | 74.17 0.387 155
1300 | 1.5 1 0.29 0.5694 | 4.64 | 20 | 57.78 0.390 155.9
1300 | 25 0.5 046 0.6395 | 478 | 20 | 69.37 0.388 155.3
1400 2 0.5 058 0.5968 | 4.19 | 20 | 74.14 0.387 135
1400 | 1.5 1 0.33 0.5692 | 4.64 | 20 | 57.78 0.390 155.9
1400 | 2.5 0.5 04 0.639 478 | 20 | 69.37 0.388 155.3
1500 | 1.5 1 0.338 0.569 464 | 20 | 57.78 0.390 155.9
1500 | 2.5 0.5 063 0.6386 | 4.78 | 20 69.4 0.388 155.3
1500 2 1 0.31 06392 | 528 | 20 | 49.63 0.388 155.1
1600 | 1.5 1 0.44 05688 | 4.64 | 20 | 57.78 0.390 155.9
1600 2 1 0.35 0.639 5.28 | 20 | 49.62 0.388 155.1
1600 | 1.5 1.5 031 05682 | 5.64 | 20 | 49.76 0.395 157.9
1700 | 1.5 1 0.50 05687 | 4.64 | 20 | 57.78 0.390 155.9
1700 2 1 0.40 0.6388 | 5.28 | 20 | 49.63 0.388 155.1
1700 | 1.5 1.5 0.36 0.5681 | 5.64 | 20 | 49.76 0.395 157.9
1800 | 1.5 1 0.56 0.5686 | 4.64 | 20 | 57.78 0.390 155.9
1800 2 1 045  0.6386 | 5.28 | 20 | 49.63 0.388 155.1
1800 | 1.5 1.5 D40 0.068 | 5.64 | 20 | 49.76 0.395 157.9
1900 2 1 0.51 0.6384 | 528 | 20 | 49.63 0.388 155
1900 | 1.5 1.5 045 0.5679 | 5.64 | 20 | 49.76 0.395 157.9
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Table A.1 — continued from previous page

L Ws Wg S, S(Z,) Wr | Ry, R L C
1900 | 2.5 1 0.44  0.6987 5.9 | 20 | 4479 0.386 154.6
2000 2 1 0.57  0.6382 | 5.28 | 20 | 49.63 0.388 155
2000 | 1.5 1.5 051 05678 | 5.64 | 20 | 49.77 0.395 157.9
2000 | 2.5 1 0.49  0.6984 2.9 20 44.8 0.386 154.6
2100 2 1 0.63 0.6381 | 5.28 | 20 | 49.62 0.338 155
2100 | 1.5 1.5 0.56 0.5677 | 5.64 | 20 | 49.76 0.395 157.9
2100 | 2.5 1 0.55  0.6982 5.9 | 20 14.8 0.386 154.6
2200 | 25 1 0.61 0.698 0.9 | 20 44.8 0.386 154.6
2200 2 1.5 048  0.6501 6.3 | 20 | 41.536 0.390 156.1
2200 3 1 0.55  0.7502 6.5 20 41.6 0.386 154.4
2300 | 2.5 1 0.67  0.6978 5.9 | 20| 44.78 0.386 154.6
2300 2 1.5 053 0.65 6.3 | 20 | 41.56 0.390 156.1
2300 3 1 0.61 0.75 6.5 20 41.6 0.386 154.3
2400 2 1o 058 0.6499 6.3 | 20 | 41.56 0.390 156.1
2400 3 1 0.67  0.7498 6.5 | 20 41.6 0.386 154.3
2400 | 25 1.o 048  0.7223 | 6.94 | 20 36.7 .388 155
2500 2 1.5 0.63 0.6498 6.3 | 20 | 41.56 0.390 156.1
2500 3 1 0.73  0.7496 6.5 | 20 41.6 0.386 154.3
2500 | 2.5 1.5 053 07221 | 6.94 | 20 36.7 0.388 135
2600 | 25 1.5 0.8 0.722 6.94 | 20 36.7 0.338 135
2600 3 l.o 051 07864 | 7.57 | 20 | 33.47 0.3%6 154.3
2700 | 2.5 15 063 07219 | 6.94 | 20 36.7 0.388 155
2700 3 1.5 055 0.7862 | 7.57 | 20 | 33.47 0.386 154.3
2800 | 2.5 1.5 069 07218 | 6.94 | 20 | 36.68 0.388 135
2800 3 1.o 0,60 0.7861 | 7.57 | 20 | 3347 0.386 154.3
2900 3 1.5 0.65 0.7839 | 7.57 | 20 | 3347 0.386 154.3
3000 3 1.o 071 07838 | 7.57 | 20 | 33.47 0.386 154.3
3000 3 2 0.53 0.8029 | 8.61 | 20 29.5 0.387 154.8
3000 4 1.5 0.59 0.897 | 879 | 20 | 29.31 0.384 153.5
3100 3 1.5 076 0.7836 | 7.57 | 20 | 33.48 0.386 154.3
4000 4 2 0.87 09304 | 9.86 | 20 25.5 0.384 153.5
4000 3 3 0.78 0.8109 | 10.6 | 20 25.8 0.390 156.2
4000 4 2.5 070 09516 | 109 | 20 | 23.17 0.384 153.7
5000 ) 2.5 1.05 L.077 12.2 | 20 20.8 0.331 152.5
5000 5 3 0.89 1.101 13.2 | 20 | 19.27 0.381 152.5
5000 6 2.5 095 1.191 134 | 20 | 19.24 0.379 151.7
6000 5 4 1.13 1.13 153 | 20| 1748 0.382 152.7
6000 7 3 1.17 1.341 15.7 | 20 | 16.38 0.377 150.8
6000 6 4 0.99 1.274 16.5 | 20 | 15.86 0.379 151.4
7000 7 4 1.34 1.407 17.8 | 20 14.7 0.376 150.4
7000 6 ) 1.27 1.304 18.6 | 20 | 14.86 0.378 151.4
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L Ws Wg S, S(Z,) Wt | Ry, R L C
7000 7 5 1.15 1452 | 199 | 20 | 13.68 0.376 150.2
8000 7 6 1.46  1.485 22 20 | 13.04 0.375 150
9000 9 6 1.69 1.781 | 246 | 20 | 11.42 0.370 148.2
9000 | 10 6 1.60 1921 | 25.8 | 20 | 10.86 0.369 147.5
9000 9 7 1.56  1.826 | 26.7 | 20 | 10.96 0.370 147.9
10000 | 11 6 2.00 2054 | 271 | 20 | 10.39 0.367- 146.9
10000 | 10 7 1.92 1.974 | 279 | 20 | 10.38 0.368 147.1
10000 | 11 7 1.84 2.12 29.2 | 20 | 9.909 0.366 146.5
11000 | 11 9 2.08 2216 | 334 | 20 | 9.291 0.365 145.9

Zo =70 €
Metal Thickness = 0.35 pym
100 1.5 1 0.01 1.471 | 6.44 | 20 | 57.68 0.516 105.3
200 1.5 1 0.02 1437 | 6.37 | 20 57.7 0.514 105
300 1.5 1 0.03 1.424 | 6.35 | 20 57.7 0.513 104.8
400 1.5 1 0.04 1417 | 633 | 20 57.7 0.513 104.7
500 1.5 1 0.05  1.413 | 6.33 | 20 | 57.68 0.513 104.6
600 1.5 1 0.07 1409 | 6.32 | 20 | 57.68 0.512 104.6
700 1.5 1 0.09 1407 | 6.31 | 20 | 57.69 0.512 104.5
800 1.5 1 0.12 1.405 | 6.31 | 20 | 57.69 0.512 104.5
900 1.5 1 0.14 1403 | 6.31 | 20 | 57.69 0.512 104.5
1000 | 1.5 1 0.17  1.402 6.3 | 20 | 57.69 0.512 104.4
2000 | 1.5 1 0.70 1395 | 6.29 | 20 57.7 0.511 104.3
3000 3 2 0.53 2215 | 114 | 20 | 29.20 0.506 103.3
4000 3 2 1.06 2211 11.4 | 20 | 29.27 0.506 103.3
5000 3 2 1.81 2208 | 114 | 20 | 29.26 0.506 103.3
6000 4 3 1.64 2803 | 156 | 20 21.3 0.503 102.6
7000 4 3 2.39 2.8 15.6 | 20 21.3 0.503 102.6
8000 5 4 2.31 34 19.8 | 20 | 16.99 0.500 102
3000 6 4 2.05  3.848 | 21.7 | 20 | 15.38 0.499 101.8
9000 5 1 3.09 3397 | 19.8 | 20 | 16.99 0.500 102
9000 6 4 273  3.845 | 21.7 | 20 | 15.37 0.499 101.7
10000 | 6 4 3.54 3.842 | 21.7 | 20 | 15.37 0.498 101.7
Z,=7590Q
Metal Thickness = 0.35 pm
100 | 025 0.2 008 07852 | 222 | 20 | 320.2 0.546 97.01

100 [ 025 04  0.05 0.8085 | 2.67 | 20 | 258.6 0.547 97.28

100 05 02 005 093 | 281 | 20| 221.7 0.550 97.79
200 | 025 0.2 017 0.7781 | 2.21 | 20 | 320.2 0.544 96.79
200 | 025 04 0.12 0.8015 | 2.65 | 20 | 2538.6 0.546 97.12
200 | 0.5 0.2 0.12 0.9425 | 278 | 20 | 221.7 0.548 97.46
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Table A.1 — continued from previous page

L Ws Wg S,in S(Z,) | Wr | Ry, R L C
300 1 025 02 030 07733 | 2.2 | 20 | 320.2 0.544 96.69
300 | 025 04 021 0.7989 | 2.65 | 20 | 258.6 0.546 97.04
300 0.5 02 020 09374 | 2.77 | 20 | 221.7 0.547 97.31
400 |1 025 0.2 046 0.7738 | 2.2 | 20 | 320.2 0.544 96.62
400 | 025 04 033 0.7974 | 2.64 | 20 | 258.5 0.546 97
400 | 05 02 030 09346 | 2.77 | 20 | 221.7 0.547 97.22
500 | 025 0.2 067 07727 | 22 | 20 | 320.2 0.543 96.58
500 | 0.25 04 047 0.7964 | 2.64 | 20 | 258.6 0.545 96.97
500 0.5 02 043 09326 | 277 | 20 | 221.6 0.546 97.16
600 | 0.25 04 0.65 0.7957 | 2.64 | 20 | 2587 0.545 96.94
600 05 0.2 058 09312 | 276 | 20 | 221.7 0.546 97.11
600 05 04 034 09767 | 3.25 | 20 | 160.1 0.547 97.19
700 05 02 076 09302 | 2.76 | 20 | 221.7 0.546 97.07
700 | 0.5 04 044 09757 | 3.25 | 20 | 160.1 0.547 97.16
700 | 0.75 02  0.64 1.065 3.28 | 20 138.9 0.547 97.28
800 | 0.5 04 055 09749 | 3.25 | 20 | 160.1 0.546 97.14
800 | 0.75 0.2 082 1.064 | 3.28 | 20 | 188.9 0.547 97.24
800 | 0.75 04 042 1129 | 381 | 20 | 127.2 0.547 97.18
900 0.5 04 069 09742 | 3.25 | 20 | 160.1 0.546 97.12
900 0.75 0.2 1.03 1.062 3.27 | 20 188.9 0.547 97.21
900 | 0.75 04 031 1.128 | 3.81 | 20 | 127.3 0.546 97.15
1000 | 05 04 084 09737 | 3.25 | 20 | 160.1 0.546 97.1
1000 | 0.75 04 062 1.127 3.8 | 20| 1273 0.546 97.13

Z, =100 2
Metal Thickness = 0.35 pum
100 | 025 0.2 008 1598 | 3.85 | 20 | 320.2 0.720 71.97
100 | 025 04 005 1.688 | 443 | 20 | 258.6 0.718 71.76
100 | 05 0.2 005 2014 | 493 | 20 | 221.7 0.727 72.65
200 | 025 0.2 0.17 1.57 3.79 | 20 | 320.2 0.717 71.66
200 | 025 04 012 1.659 | 4.37 | 20 | 258.6 0.715 71.5
200 | 0.5 0.2 012 1964 | 483 | 20 | 221.7 0.722 72.22
300 | 025 0.2 030 1558 | 3.77 | 20 | 320.2 0.715 71.52
300 | 025 04 0.21 1.647 4.34 | 20 | 258.6 0.714 71.39
300 | 0.5 0.2 020 1944 | 479 | 20 | 221.7 0.720 72.03
400 | 0.25 0.2 046 1.5352 | 3.75 | 20 | 320.2 0.714 71.44
400 | 025 04 033 1641 | 433 | 20 | 2385 0.713 71.32
400 | 0.5 0.2 030 1933 | 477 | 20 | 221.7 0.719 71.92
500 | 025 0.2 067 1546 | 3.74 | 20 | 320.2 0.714 71.41
500 | 025 04 047 1.637 | 432 | 20 | 258.6 0.713 71.28
500 | 0.5 0.2 043 1926 | 475 | 20 | 221.6 0.718 71.84
600 [ 025 0.2 095 1543 | 374 | 20 | 320.2 0.714 71.37
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Table A.1 - continued from previous page

L Ws Wg  S,im S(Z,) Wr | Ry, R L C
600 | 025 04  0.65 1.634 4.32 | 20 258.7 0.712 71.24
600 0.5 0.2 0.58 1.92 4.74 | 20 | 221.7 0.718 71.78
700 [ 025 0.2 1.31 1.54 3.73 | 20 | 320.1 0.713 71.34
700 025 04 087 1.631 4.31 | 20 | 258.6 0.712 71.22
700 0.5 0.2 076 1.916 4.73 | 20 | 221.7 0.717 71.73
800 | 0.25 0.4 1.15 1.63 431 | 20 | 258.6 0.712 71.19
800 0.5 0.2 098 1.913 473 | 20 | 221.6 0.717 1.7
800 0.3 04 055 2.045 2.39 | 20 160.1 0.715 71.52
900 | 0.25 0.4 1.50 1.628 4.31 | 20 258.7 0.712 71.17
900 0.5 0.2 1.25 1.91 472 1 20 221.7 0.717 71.66
900 0.5 04 0.69 2.042 5.38 | 20 160.1 0.715 71.5
1000 | 0.5 0.2 1.57 1.907 4.71 | 20 | 221.7 0.716 71.64
1000 | 0.3 04 084 2.04 5.38 | 20 160.1 0.715 71.47
1000 | 0.75 0.2 1.23 2.232 5.61 | 20 188.9 0.718 71.84
5000 3 1 3.74 5.061 16.1 | 20 | 41.38 0.711 71.11
5000 3 1.5 236 6.046 18.1 | 20 33.2 0.708 70.75
5000 4 1 3.40 6.088 19.2 | 20 | 37.38 0.713 71.26
3000 1.5 0.5 3.61 4.519 11.5 | 20 82.23 0.784 641.81

Z, =120 Q
Metal Thickness = 0.35 um

100 1.5 0.2 0.03 6.425 14.7 | 20 156.1 0.898 62.37
200 1.9 0.2 0.07 5.921 13.7 ] 20 156.1 (.884 61.37
300 L5 0.2 0.13 5.741 13.4 | 20 156.1 0.878 60.95
400 1.5 0.2 0.20 5.643 13.2 | 20 156.1 0.874 60.71
200 L5 0.2 030 5.58 13.1 | 20 156.1 0.872 60.55
600 1.5 0.2 04l 5.535 13 20 156.1 0.870 60.43
700 1.5 0.2 0.5 2.9 129 | 20 156.1 0.869 60.34
800 1.5 0.2 0.71 2.472 12.8 | 20 156.1 0.868 60.26
900 1.5 0.2 0.89 5.449 12.8 | 20 156.1 0.867 60.2
1000 . 0.2 1.11 5.43 12.8 | 20 156.1 0.866 60.14
3000 | 1.5 0.5 361 5.967 144 | 20 | 82.23 0.855 59.34
8000 | 4.5 1 11.78 12.74 32 20 | 36.02 0.852 59.2

Zo =125
Metal Thickiess = 0.35 jun
1000 1 0.5 043 5.662 13.3 | 20 | 93.29 0.892 o7.11
2000 1 0.5 1.73 5.575 13.2 | 20 98.6 0.889 56.89
3000 1 05  4.85 5.537 13.1 | 20 98.6 0.887 56.79
4000 2 1 2.69 9.047 22,1 | 20 | 49.48 0.834 56.61
4000 3 1 2.17 11.55 28.1 | 20 | 41.38 0.838 56.82
5000 2 1 4.75 9.011 22 20 | 49.46 0.884 56.55
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L Ws W¢ S, S(Z,) Wr | Ry, R L C
5000 3 1 3.74 1149 28 | 20 | 41.36 0.887 56.75
6000 2 1 7.92  8.985 22 | 20 | 4947 0.883 56.5
6000 3 1 6.03 1145 | 279 | 20 | 41.37 0.886 56.69
7000 3 1 9.33 1142 | 27.8 | 20 | 41.37 0.885 56.65
8000 5 5 2.04 2288 | 608 | 20 | 15.46 0.869 55.64
8000 5 10  1.66 26.8 78.6 | 20 | 13.14 0.861 55.09
8000 | 10 5 1.3 3735 | 94.7 | 20 10.7 0.875 55.99
9000 5 5 2.73 2283 | 60.7 | 20 | 15.47 0.869 55.61
9000 5 10 221 2675 | 785 | 20 | 13.13 0.860 55.07
9000 | 10 5 1.81 3723 | 945 | 20 | 10.69 0.874 55.94
10000 | 5 5 3.53 22.8 60.6 | 20 | 15.47 0.869 55.59
10000 | 5 10 284 2671 | 784 | 20 | 13.14 0.860 55.05
10000 | 10 5 235 3713 | 943 | 20 | 10.69 0.874 55.91
3000 | 1.5 053 3.61 7.824 | 18.1 | 20 | 82.23 0.926 54.77

Z, = 140 Q
Metal Thickness = 0.35 pm
100 L5 1 0.01 15.76 35 | 20 | 57.62 1.044 53.28
200 1.5 1 0.02 13.6 30.7 | 20 57.6 1.022 52.14
300 1.5 1 003 1294 | 294 | 20 | 57.63 1.013 51.71
400 1.5 1 004 1261 | 28.7 | 20 | 57.62 1.009 51.47
500 1.5 1 0.05 12.4 28.3 | 20 | 57.62 1.006 51.31
600 1.5 1 0.07  12.26 28 20 | 57.63 1.003 51.2
700 1.5 1 0.09 1215 | 27.8 | 20 | 57.63 1.002 51.11
800 1.5 1 0.12 12.07 | 276 | 20 | 57.62 1.000 51.04
900 1.5 1 0.14 1201 | 275 | 20 | 57.62 0.999 50.98
1000 | 1.5 1 0.17  11.95 | 274 | 20 | 57.63 0.998 50.93
2000 1 1 099 9324 | 216 | 20 74 0.989 50.47
3000 1 1 250  9.245 | 215 | 20 74 0.987 50.37
4000 1 1 542 9197 | 214 | 20 74 0.986 50.31
5000 5 15 435 1237 | 29.2 | 20 | 49.44 0.983 50.17
6000 5) 5 727 1233 | 292 | 20 | 4945 0.983 50.13
7000 | 1.5 15 11.77 123 29.1 | 20 | 49.44 0.982 50.1
8000 2 2 915 1544 | 369 | 20 37.2 0.980 50.01
9000 2 2 1321 1541 | 36.8 | 20 37.2 0.980 49.98
10000 | 3 1.5 1543 1855 | 43.1 | 20 | 33.18 0.986 50.28
Frequency = 15 GHz
Zo =251
Metal Thickness = 0.35 pm

100 | 0.25 0.2  0.08 0.09903 | 0.848 | 20 | 320.2 0.224 358.1
100 0.5 02 0.05 0.1018 ‘ 1.1 | 20 | 221.7 0.232 370.7
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L Ws Wg S, S(Zy) Wr | Ry, R L C
100 | 0.75 0.2 004 0.1026 | 1.36 | 20 189 0.238 380.4
200 | 0.75 0.2 010 0.1022 | 1.35 | 20 | 139.1 0.238 380.4

Z, =50 Q
Mctal Thickness = 0.35 pn
2500 | 2.5 2 0.44  0.7381 | 7.98 | 20 | 33.61 0.388 155.2
Zo =750
Metal Thickness = 0.35 pm
100 | 0.25 0.2 0.08 0.7852 | 2.22 | 20 | 320.2 0.546 97.01
100 | 0.25 04 0.05 0.808> | 2.67 | 20 | 258.6 0.547 97.28
100 0.5 02 005 095 | 281 | 20 | 221.7 0.550 97.79
200 | 025 0.2 017 07781 | 221 | 20 | 320.2 0.544 96.79
200 | 025 04 0.12 0.8015 | 2.65 | 20 | 258.6 0.546 97.12
200 0.5 0.2 012 09425 | 278 | 20 | 221.7 0.548 97.46
300 | 025 0.2 030 07753 | 2.2 | 20 | 320.2 0.544 96.69
300 | 025 04 021 0.7989 | 2.65 | 20 | 258.6 0.546 97.04
300 0.5 02 020 09374 | 277 | 20 | 221.7 0.547 97.31
400 | 0.25 0.2 046 0.7738 | 2.2 | 20 | 3202 0.544 96.62
400 [ 025 04 033 0.7974 | 2.64 | 20 | 2585 0.546 97
400 0.5 02 030 09346 | 2.77 | 20 | 221.7 0.547 97.22
500 | 0.25 0.2 0.67 0.7727 | 2.2 | 20 | 320.2 0.543 96.58
500 | 0.25 04 047  0.7964 | 2.64 | 20 | 258.6 0.545 96.97
500 0.5 02 043 09326 | 2.77 | 20 | 2216 0.546 97.16
600 | 0.25 04 065 0.7957 | 2.64 | 20 | 258.7 0.545 96.94
600 0.5 0.2 058 09312 | 276 | 20 | 221.7 0.546 97.11
600 05 04 034 009767 | 3.25 | 20 | 160.1 0.547 97.19
700 05 0.2 076 09302 | 2.76 | 20 | 221.7 0.546 97.07
700 05 04 044 09757 | 3.25 | 20 | 160.1 0.547 97.16
700 | 0.7 0.2 0.64 1.065 | 3.28 | 20 189 0.547 97.29
800 05 04 055 09749 | 3.25 | 20 | 160.1 0.546 97.14
800 | 0.75 0.2 0.82 1.063 | 3.28 | 20 189 0.547 97.25
800 | 0.75 04 0.42 1.129 | 3.81 | 20 | 1274 0.547 97.18
900 05 04 069 09742 | 3.25 | 20 | 160.1 0.546 97.12
900 075 0.2 1.03 1.062 3.27 | 20 189 0.547 97.21
900 | 0.75 04 0.1 1.128 | 3.81 | 20 | 127.3 0.546 97.15
1000 | 05 04 084 09737 | 3.25 | 20 | 160.1 0.546 97.1
1000 | 0.75 04  0.62 1.127 3.8 | 20| 1274 0.546 97.13
Z, =100
Metal Thickness = 0.35 pan
100 | 025 0.2 0.08 1.598 | 3.85 | 20 | 320.2 0.720 71.97
100 | 0.25 04  0.05 1.688 | 4.43 | 20 | 258.6 0.718 71.76
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Table A.1 — continued from previous page

L Ws Wg  Spim S(Z) Wr | Ry R L C
100 05 02 005 2014 | 493 | 20 | 221.7 0.727 72.65
200 | 025 02 0.17 1.57 3.79 | 20 | 320.2 0.717 71.66
200 | 0.25 04 0.12 1.659 | 437 | 20 | 238.6 0.715 71.5
200 05 02 0.12 1.964 | 483 | 20 | 221.7 0.722 72.22
300 | 025 02 030 1.558 | 3.77 | 20 | 320.2 0.715 71.52
300 | 025 04 021 1.647 | 4.34 | 20 | 238.6 0.714 71.39
300 05 02 020 1.944 | 4.79 | 20 | 221.7 0.720 72.03
400 | 0.25 0.2 0.6 1.552 | 3.75 | 20 | 320.2 0.714 71.44
400 | 025 04  0.33 1.641 | 4.33 | 20 | 238.5 0.713 71.32
400 0.5 02 030 1.933 | 4.77 | 20 | 221.7 0.719 71.92
500 | 0.25 0.2 0.67 1546 | 3.74 | 20 | 320.2 0.714 71.41
500 | 0.25 04 047 1.637 | 432 | 20 | 2586 0.713 71.28
500 05 02 043 1.926 | 4.75 | 20 | 2216 0.718 71.84
600 | 0.25 0.2 095 1.543 | 3.74 | 20 | 320.2 0.714 71.37
600 | 0.25 04 0.65 1.634 | 4.32 | 20 | 258.7 0.712 71.24
600 0.5 02 058 1.92 4.74 | 20 | 221.7 0.718 71.78
700 | 025 0.2 131 1.54 3.73 | 20 | 320.1 0.713 71.34
700 | 0.25 0.4 087 1631 | 431 | 20 | 258.6 0.712 71.22
700 05 02 076 1916 | 473 | 20 | 221.7 0.717 71.73
800 | 025 04 1.15 1.63 431 | 20 | 2386 0.712 71.19
300 0.5 02 093 1913 | 473 | 20 | 2210 0.717 71.7
800 05 04 055 2045 | 539 | 20 | 160.1 0.715 71.52
900 | 0.25 04 150 1.628 | 4.31 | 20 | 238.7 0.712 71.17
900 05 02 125 1.91 472 | 20 | 221.7 0.717 71.66
900 05 04 069 2042 | 538 | 20 | 160.1 0.715 71.5
1000 | 0.5 0.2 157 1907 | 4.71 | 20 | 221.7 0.716 71.64
1000 | 0.5 04 0.84 2.04 5.38 | 20 | 160.1 0.715 71.47
1000 | 0.75 0.2 128 2232 | 561 | 20 | 1889 0.718 71.84

Zo =256
Metal Thickness = 0.35 um
100 | 0.25 0.2 0.08 0.09903 | 0.848 | 20 | 320.2 0.224 358.1

100 05 02 005 0.1022 1.1 | 20 | 221.8 0.231 369.8
100 0.75 0.2 0.04 0.1027 | 1.36 | 20 139.2 0.238 380.3
200 | 075 0.2 010 0.1023 | 1.35 | 20 | 189.2 0.238 380.3

Z, =500Q
Metal Thickness = 0.35 pm

100 05 05 0.03 03976 | 2.3 | 20 | 148.1 0.390 155.8
100 1 0.5 002 04935 | 2.99 | 20 | 99.03 0.388 155.2
100 0.5 1 0.02 03808 | 3.26 | 20 | 1244 0.403 161.3
200 05 05 006 03951 | 229 | 20 | 148.1 0.389 155.7
200 1 0.5 0.04 04881 | 2.98 | 20 | 99.05 0.388 155
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200 0.5 1 0.04 03784 | 3.26 | 20 | 124.4 0.403 161.3
300 0.0 0.5 010 03942 | 229 | 20 | 1481 0.339 155.7
300 1 0.5 0.06 04861 | 297 | 20 | 99.03 0.387 154.9
300 0.5 1 0.07 03776 | 3.26 | 20 | 1244 0.403 161.3
400 0.5 0.5 016 0.3937 | 229 | 20 | 148.1 (.389 155.6
400 1 0.5 0.09 0.485 297 | 20 | 99.03 0.387 154.9
400 0.5 1 0.10 0.3771 | 3.25 | 20 | 1244 0.403 161.3
500 0.5 04 025 03947 | 2.09 | 20 | 160.2 0.386 154.5
500 0.5 0.5 022 03934 | 229 | 20 | 143.1 0.339 155.6
500 I 0.2 033 0.46 232 | 20 | 1728 0.384 153.8
600 0.5 05 030 03931 | 229 | 20 | 148.1 0.389 155.6
600 1 0.5 0.18 0.4837 | 297 | 20 | 99.03 0.387 154.8
600 0.5 1 0.20 0.3766 | 3.25 | 20 | 124.4 0.403 161.3
700 0.5 05 038 0.393 229 | 20 | 1481 0.389 155.6
700 1 0.5 023 04832 | 297 | 20 | 99.03 0.387 154.8
700 0.5 1 0.27 03765 | 3.25 | 20 | 1244 0.403 161.3
300 1 0.5 029 04829 | 297 | 20 | 99.04 0.387 154.7
800 0.5 1 0.34 03764 | 3.25 | 20 | 1244 0.403 161.3
800 1.5 0.5 0.23 0.5498 3.6 | 20| 8291 0.386 154.6
900 1 0.5 036 04826 | 297 | 20 | 99.03 0.387 154.7
900 1.5 0.5 029 0.5494 3.6 | 20| 8291 0.386 154.5
900 1 1 0.21  0.4861 | 3.97 | 20 | 74.99 0.394 157.4
1000 1 0.5 043 04824 | 296 | 20 | 99.03 0.387 154.7
1000 | 1.5 0.5 035 0.549 3.6 | 20 | 8291 0.386 154.5
1000 1 1 0.25 0.4859 | 3.97 | 20 | 74.99 0.393 157.4
2000 2 1 0.60 0.643 5.29 | 20 50.7 0.386 154.5
2000 | 1.5 1.5 054 05739 | 5.65 | 20 | 51.15 0.393 157.1
2000 | 2.5 1 0.53 0.7061 | 591 | 20 | 46.04 ().385 153.8
2500 | 2.5 2 0.49 0.7475 8 20 | 34.65 0.386 154.4
2500 3 2 0.43 0.8249 | 8.65 | 20 | 31.43 0.383 153.2
2500 4 2 0.37  0.9661 | 9.93 | 20 27.5 0.379 151.4
3000 | 25 2 0.73 0.747 7.99 | 20 | 34.67 0.386 154.4
3000 | 3.5 1.5 0.75 0.8636 | 823 | 20 | 32.92 0.381 152.4
3000 3 2 0.65 0.8242 | 8.65 | 20 | 31.43 0.383 153.2
3500 4 2 0.79 0.964 9.93 | 20 27.5 0.378 151.4
3500 3 3 0.74 0.85 10.7 | 20 | 28.22 0.383 153.2
3500 5 2 0.73 1.09 11.2 | 20 | 25.17 0.375 150.1
4000 | 4.5 2 1.02 1.027 10.6 | 20 26.2 0.377 150.7
4000 5 2 0.99 1.089 11.2 | 20 | 25.18 0.375 150.1
4000 | 3.5 3 0.80 0.9339 | 11.4 | 20 | 25.82 0.380 152

4500 5 3 0.98 1.165 13.3 | 20 | 21.57 0.373 149.3
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4500 7 2 1.20  1.304 | 13.6 | 20 | 22.49 0.371 148.5
4500 4 4 0.97 1.047 | 14.1 | 20 | 22.538 0.376 150.5
5000 | 5.5 3 1.19  1.235 14 20 | 20.66 0.372 148.7
5000 | 45 45 111 1.148 | 15.8 | 20 | 20.66 0.373 149.3
10000 | 13 8 2.63 2693 | 344 | 20 | 10.38 0.353 141
10000 | 14 8 258 2838 | 35.7 | 20 | l0.01 0.352 140.8
10000 | 14 8 2.58 2838 | 35.7 | 20 | lo0.01 0.352 140.8
11000 | 16 8 3.02 3.11 38.2 | 20 9.4 0.351 1404
11000 | 15 9 293  3.061 | 39.1 | 20 | 9.336 0.350 140.2
11000 | 14 10 291 2.979 40 20 | 9.436 0.350 140.1
12000 | 16 11 324 3354 | 447 | 20 | 8.592 0.348 139.3

Z, =750
Metal Thickness = 0.35 pm

100 | 0.25 0.2 0.08 0.782 | 222 | 20 | 320.2 0.546 97.01

100 | 025 04 0.05 08085 | 267 | 20 | 258.6 0.547 97.28

100 0.5 02 005 09563 | 281 | 20 | 221.8 0.550 097.74
200 | 025 0.2 017 0.7781 | 221 | 20 | 320.2 0.544 96.79
200 | 025 04 012 08015 | 265 | 20 | 258.6 0.546 97.12
200 0.5 02 012 09437 | 279 | 20 | 221.8 0.548 97.4
300 | 025 02 030 07753 | 2.2 | 20| 320.2 0.544 96.69
300 | 025 04 021 0.7939 | 2.65 | 20 | 258.6 0.546 97.04
300 05 02 020 09387 | 278 | 20 | 221.8 0.547 97.25
400 | 025 02 046 07738 | 2.2 | 20 | 320.2 0.544 96.62
400 | 0.25 04 033 0.7974 | 2.64 | 20 | 258.5 0.546 97
400 0.5 02 030 09358 | 2.77 | 20 | 221.8 0.547 97.16
500 | 0.25 0.2 0.67 0.7727 | 2.2 | 20 | 3202 0.543 96.58
500 1 025 04 047 07964 | 2.64 | 20 | 238.6 0.545 96.97
500 0.5 02 043 09339 | 277 | 20 | 2218 0.546 97.1
600 | 0.25 04 065 0.7957 | 2.64 | 20 | 258.7 0.545 96.94
600 05 0.2 058 09325 | 2.76 | 20 | 221.8 0.546 97.05
600 05 04 034 09778 | 3.26 | 20 | 160.2 0.546 97.15

700 05 0.2 076 09314 | 2.76 | 20 | 221.7 0.546 97.01
700 0.5 0.4 0.44 09768 | 3.25 | 20 160.1 0.546 97.12
700 | 0.75 0.2 064 1.065 | 3.28 | 20 189 0.547 97.28
800 05 04 056 0976 | 325 | 20 | 160.1 0.546 97.09
800 | 0.75 02 082 1.063 | 3.28 | 20 189 0.547 97.24
800 | 0.75 04 042 1.129 | 3.81 | 20 | 1275 0.547 97.17
900 05 04 069 09753 | 3.25 | 20 | 160.2 0.546 97.07
%0 | 075 02 103 1062 | 3.27 | 20 189 0.547 97.21
900 | 0.75 04 0.51 1.128 | 3.81 | 20 | 1274 0.546 97.15
1000 | 0.5 04 084 09747 | 3.25 | 20 | 160.2 0.546 97.06
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1000 | 0.75 04 062 1.127 3.8 | 20| 1275 0.546 97.12
1000 1 0.5 043 1.294 | 4.59 | 20 98.9 0.546 97.08
2000 | 1.5 0.3 140  1.534 | 5.57 | 20 82.7 0.545 96.93
2000 1 1 1.01 1.383 | 5.77 | 20 | 74.55 0.545 96.83
2000 2 05 127 1.751 6.5 | 20 | 74.75 0.546 96.98
3000 2 1 1.44  1.947 | 7.89 | 20 | 50.27 0.542 96.29
3000 | 1.5 1.5 131 1.766 | 8.03 | 20 | 50.37 0.542 96.32
3000 | 25 1 1.29 2189 | 888 | 20 | 45.33 0.541 96.19
4000 2 1.5 198 2066 | 9.13 | 20 42.3 .540 95.95
4000 3 1 232 2407 | 981 | 20 | 4242 0.540 96.06
4000 | 25 15 170 2342 10.2 | 20 | 37.52 0.539 95.74
5000 3 1.5 257 2596 11.2 | 20 | 34.36 0.537 95.55
5000 | 2.5 2 2.32 2.45 11.4 | 20 | 33.68 0.537 95.46
5000 3 3 1.64  2.926 14.9 | 20 26.8 0.533 94.83

Z, =100 2
Metal Thickness = 0.35 pim
100 | 025 0.2 008 1598 | 3.85 | 20 | 320.2 0.720 71.97
100 | 025 04 0.05 1.688 | 443 | 20 | 238.6 0.718 71.76
100 05 02 005 2016 | 493 | 20 | 221.7 0.726 72.64
200 | 025 02 0.17 1.57 3.79 | 20 | 320.2 0.717 71.66
200 | 025 04 012 1.659 | 437 | 20 | 258.6 0.715 71.5
200 0.5 0.2 012 1.965 | 4.83 | 20 | 221.8 .722 72.2
300 | 025 0.2 030 1558 | 3.77 | 20 | 320.2 0.715 71.52
300 [ 025 04 021 1.647 | 4.34 | 20 | 258.6 0.714 71.39
300 05 02 020 1946 | 479 | 20 | 221.7 0.720 72.02
400 | 0.25 0.2 046 1.652 | 3.75 | 20 | 320.2 0.714 71.44
400 | 0250 04 033 1.641 | 4.33 | 20 | 238.5 0.713 71.32
400 05 02 030 1934 | 477 | 20 | 221.8 0.719 71.9
500 | 025 0.2 067 1546 | 3.74 | 20 | 320.2 0.714 71.41
500 | 025 04 047 1.637 | 432 | 20 | 2386 0.713 71.28
500 05 02 043 1.927 | 4.75 | 20 | 2218 0.718 71.82
600 | 025 02 0.9 1.543 | 3.74 | 20 | 320.2 0.714 71.37
600 | 025 04 0.6 1.634 | 4.32 | 20 | 238.7 0.712 71.24
600 0.5 02 058 1.921 | 4.74 | 20 | 221.7 0.718 71.76
700 | 025 0.2 131 1.54 3.73 | 20 | 320.1 0.713 71.34
700 | 025 04 087 1631 | 431 | 20 | 2386 0.712 71.22
700 05 02 076 1.917 | 4.73 | 20 | 221.7 0.717 71.72
800 | 0.25 04 1.15 1.63 431 | 20 | 258.6 0.712 71.19
800 05 02 098 1.914 | 473 | 20 | 2218 0.717 71.68
800 05 04 056 2047 | 539 | 20 | 160.1 0.715 71.5
900 | 025 04 150 1.628 | 4.31 | 20 | 238.7 0.712 71.17
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900 0.5 02 125 1.911 472 | 20 | 221.8 0.716 71.65
900 05 04 069 2044 | 539 | 20 | 160.2 0.715 71.47
1000 | 0.5 0.2 157 1909 | 472 | 20 | 221.7 0.716 71.62
1000 | 0.5 04 084 2042 | 538 | 20 | 160.2 0.715 71.45
1000 | 0.75 0.2 128 2232 | 561 | 20 189 0.718 71.84
5000 | 2.5 2 232 5.769 18 20 | 33.34 0.703 70.34
Frequency = 25 GHz

Z, =500
Metal Thickness = 0.35 um
500 0.5 04 025 03947 | 2.09 | 20 | 160.2 0.386 154.5
500 1 0.2 033 04602 | 232 | 20 173 0.384 153.7
500 0.5 06 020 0.3895 | 248 | 20 | 140.3 0.393 157.1
2500 | 2.5 2 0.54 0.7577 | 8.02 | 20 | 35.82 0.384 153.5
Z, =75
Metal Thickness = 0.35 pum
5000 | 2.5 2 245 265 114 | 20 | 34.44 0.536 95.25
5000 3 3 1.80  2.953 14.9 | 20 | 27.64 0.532 94.52
Z, =100 Q2
Metal Thickness = 0.35 pm
5000 | 2.5 2 2.45 5.79 | 18.1 | 20 | 33.96 0.703 70.26
Frequency = 30 GHz
Z, =50 Q
Metal Thickness = 0.35 jau
100 0.5 0.2 0.05 03972 | 1.69 | 20 221.9 0.382 152.6
100 0.5 04 0.00 0.3991 2.1 | 20 | 160.6 0.387 154.8
100 1 0.2 004 04703 | 234 | 20 | 173.3 0.386 154.4
150 0.5 02 008 0.3956 | 1.69 | 20 | 221.9 0.381 152.5
150 0.5 04 005 03974 | 2.09 | 20 | 160.6 0.387 154.7
150 1 0.2 0.06 04666 | 2.33 | 20 | 173.3 0.3806 154.2
200 0.5 0.2 012 03947 | 1.69 | 20 | 2219 0.381 152.4
200 0.5 04 007 0.3966 | 2.09 | 20 | 160.6 0.387 154.6
200 1 0.2 0.08 04647 | 233 | 20 | 173.3 0.385 154.1
250 0.5 02 016 0.3941 | 1.69 | 20 | 2219 0.381 152.3
250 0.5 04 009 0396 | 2.09 | 20 | 160.6 0.387 154.6
250 1 0.2 011 04634 | 233 | 20 | 173.3 0.385 153.9
300 0.5 02 020 0.3936 | 1.69 | 20 | 221.9 0.381 152.3
300 05 04 012 0.3956 | 2.09 | 20 | 160.6 0.386 154.6
300 1 0.2 0.15 04625 | 233 | 20 | 173.3 0.385 153.9
350 0.5 02 025 03933 | 1.69 | 20 | 221.9 0.381 152.2
350 05 04 015 03953 | 2.09 | 20 | 160.6 0.386 154.6
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350 | 1 02 019 04619 | 2.32 | 20 | 173.3 0385  153.8
400 | 05 02 030 03931 | 1.69 | 20 | 221.9 0380 152.2
400 | 05 04 018 03951 | 209 | 20 | 160.6 0385 1545
400 | 1 02 023 04613 | 232 | 20 | 173.3 0384 1538
450 | 05 02 036 0.3928 | 1.69 | 20 | 221.9 0.380 1522
450 | 05 04 022 03949 | 2.09 | 20 | 160.6 0385 1545
450 | 1 02 028 04609 | 232 | 20| 1733 0384 1537
500 | 0.0 04 026 03948 | 200 | 20 | 160.6 038 1545
500 | 1 02 033 04605 | 232 | 20 | 1733 0384 1537
500 | 05 0.6 020 03898 | 248 | 20 | 1406 0393 157
600 | 0.5 04 034 039045 | 2.09 | 20 | 160.6 0386 1545
600 | 1 02 045 04399 | 232 | 20| 1733 0384 1536
600 | 0.5 0.6 027 0.3805 | 248 | 20 | 1406 0392 137
700 | 0.5 0.6 035 03804 | 248 | 20 | 140.6 0392 157
700 | 1 04 029 0479 | 276 | 20 | 1119  0.386  154.2
700 | 05 0.8 030 0383 | 2.87 | 20 | 1311 0397  158.7
800 | 1 04 036 04786  2.76 | 20 | 111.9  0.386  154.2
800 | 05 08 0338 03852 | 287 | 20| 131 0397 1587
800 | 1 06 025 0486  3.17 | 20 | 91.66  0.388  155.1
900 1 0.4 0.44 0.4784 2.76 20 111.9 0.385 154.2
000 | 1 06 031 04864 | 3.17 | 20 | 91.67 0388  155.1
900 | 1.5 04 038 05412 | 338 | 20 | 962 038  154.1
1000 | 1T 0.5 044 0483 | 2.97 | 20 | 99.66 0.386  154.6
1000 | 1 06 038 04862 | 3.17 | 20 | 91.66  0.388 135
1000 | 1.5 04 046 05408 | 3.38 | 20 | 96.21  0.385  154.1
2000 | 2 1 06> 06497 | 53 | 20 | 523 0384 1538
2000 | 25 1 059 07165 | 593 | 20 | 4777 0382 152.8
2000 | 2 15 049 0.6697 | 6.34 | 20 | 4509  0.385  154.1
2500 | 2.5 2 059 0.7682 | 8.04 | 20 | 37.03 0381  152.6
3000 | 35 Lo 083 03866 | 827 | 20 | 3497 0377  150.8
3000 | 3 2079 08485 | 87 | 20 | 3373 0378 1513
3000 | 35 2 074 09262 | 935 | 20 | 3147 0375 150.2
6000 | 9 1 L71 1868 | 207 [ 20 | 1672 0357 1429
6000 | 8 5 163 1823 | 216 | 20 | 165  0.356 1426
6000 | 7 6 162 1719 | 22.4 | 20 | 16.97 0357 1427
7000 | 9 6 201 2047 | 251 | 20 | 14836 0354 1415
8000 | 12 6 241 248 | 29 | 20| 1293 0351 1405
8000 | 14 5 251 2598 | 292 | 20| 129 0352 1408
8000 | 11 7 235 2425 | 299 | 20| 129 0351 1402
9000 | 14 7 276 2853 | 337 | 20 | 1147 0349  139.6
9000 | 13 8 269 2801 | 346 | 20 | 1142  0.348 1393
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9000 12 9 267 2712 | 354 | 20 | 11.38 0.348 139.2
10000 | 16 8 313 3223 | 384 | 20 | 10.33 0.347 138.8
10000 | 15 9 3.04 3174 | 39.3 | 20 | 10.26 0.347 138.6
10000 | 14 10 3.02 3.093 | 40.2 | 20 | 10.37 0.346 138.5
11000 | 16 11 3.41 3472 | 449 | 20 | 9.445 0.345 137.9
11000 | 16 12 334 3534 | 471 | 20 | 9.255 0.344 137.7
11000 | 15 13 334 3417 | 478 | 20 | 9.427 0.344 137.6
Frequency = 35 GHz

Zo =500
Mectal Thickness = 0.35 pan
500 0.5 04 026 03948 [ 2.09 | 20 | 160.8 0.386 154.5
500 1 0.2 033 04608 | 2.32 | 20 | 173.6 0.384 153.6
500 05 06 020 03918 [ 248 | 20 141 0.391 156.5
2500 | 2.5 2 0.65 0.7786 | 806 | 20 | 38.25 0.379 151.7
Zo=73Q
Metal Thickness = 0.35 jun
5000 3 3 2,12 3.003 | 15 20 | 29.32 0.528 93.93
Z, =100 Q
Metal Thickness = 0.35 pim
5000 | 2.5 2 276 5834 | 182 | 20 | 35.32 0.701 70.08
~ Frequency = 40 GHz
Zo =50 Q2
Metal Thickness = 0.35 pn
500 0.5 04 026 03942 [ 209 | 20 | 161.2 0.387 154.6
500 1 0.2 033 04605 | 232 | 20 | 1742 0.384 153.7
500 05 06 020 03913 | 248 | 20 | 141.6 0.392 156.6
2500 | 2.5 2 0.70 0.7896 | 8.08 | 20 39.6 0.377 150.8
Z,=7590Q
Metal Thickness = 0.35 pam
5000 3 3 228  3.028 | 15.1 | 20 | 30.18 0.527 93.65
Z, =100
Metal Thickness = 0.35 pun
2000 2.5 2 2.94 5.865 | 18.2 | 20 36.14 0.700 69.96
Frequency = 45 GHz
Z, =500
Metal Thickness = 0.35 jun
500 05 04 026 03943 [ 2.09 | 20 | 161.5 0.386 154.6
500 1 0.2 034 0461 | 232 | 20 | 1746 0.384 153.6
500 0.5 06 021 03917 | 248 | 20 | 142.2 0.391 156.6
2500 | 2.5 2 0.76  0.7991 81 | 20 40.8 0.375 150
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Frequency = 30 GHz
Z, =50

Metal Thickness = 0.35 pm

500 0.5 04 026 03949 | 209 | 20 162 0.386 154.5
500 1 02 034 04619 | 232 | 20 | 175.2 0.384 1534
500 05 06 021 03921 | 248 | 20 | 1427 0.391 156.5

2500 | 2.5 2 081 08079 | 812 | 20 | 4192 0.373 149.3




APPENDIX B

ADDITIONAL TRANSMISSION LINE
SIMULATION FIGURES

B.1 Transmission Line Driver and Buffer Comparisons
Figures B.1 through B.8 show the amount of overshoot for above Vpp and below
ground for various driver and buffer setups. Section 4.2.1 describes this and other

driver comparisons in more detail.

B.2 Receiver Comparisons
Figures B.9 through B.12 show the amount of overshoot for above Vpp and
below ground for various receivers. Section 4.3.2 describes this and other receiver
coniparisons inn more detail. Also, refer to Figure 4.23 for the receiver comparisons

legend.
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Figure B.1. Overshoot below ground at transmission line front end [conventional
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buffer. annular driver)
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Cwvarshaot above 'v'm{hunt and)
IM;
(N 1S i
™
1Y g
ipa’
s
§ o
-
=
B od
&
i
& *
- e
] M .
)
|u.|:x . i L ] .
o |
== $ g5 ¥
I“;: a_ m L wu |n;u i
vtz onewct weng |jum

Figure B.10. Maximum voltage (fromt emd) - varions reecivers
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Figure B.11. Minimum voltage (back end) - various receivers
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